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PERFORMANCE EVALUATION

OF COMPUTER CAMPUS NETWORK SEGMENTS

The task of evaluating the performance of computer networks and their segments is considered - one of the main issues of the for-

mation and functioning of modern campuses, educational spaces and corporate cloud solutions. To measure the characteristics of
network performance, certain measurements were made on a sequence of packets arriving at some interface of a network device.

Two types of existing measurements in the network are compared: active measurements and passive measurements. Conclusions

are drawn about the possibility of measuring between any two nodes, or points, of the network based on preliminary data on the

throughput capacity of individual network elements. The data transfer rate can be measured between any two nodes, or points, of
a network, for example, between a client computer and a server, between the input and output ports of a router, and to analyze and
configure the network to know the data on the throughput of individual network elements.

Keywords: campus network ,rate of traffic ripple, ripple value, peak information rate, sustained information rate, variation in

packet delay, round trip time.

Introduction

The task of evaluating the performance of comput-
er networks and their segments is one of the main
issues of the formation and operation of modern
campuses, educational spaces and corporate cloud
solutions (1).

In order to evaluate a certain characteristic of
network performance, it is necessary to carry out
certain measurements on a sequence of packets
arriving at some interface of a network device. We
will compare two types of existing measurements
in the network: active measurements and passive
measurements(2).

Problem definition

Active measurements are based on the generation
of special “measuring” packets in the source node.

These packets must go through the network in the
same way as packets whose characteristics we are
going to evaluate. Measurements in the destination
node are carried out on a sequence of “measuring”
packages.

Figure 1 illustrates the idea of active measure-
ments. The task is to measure the delays of packets
of some application A, which are transmitted from
the computer-client of application A to the com-
puter-server of application A via the network.

Methods of solution

To measure packet delay, we will not use the stream
generated by the client computer. Let us analyze
two additional computers: a server-generator and
a server-meter, additionally installed in the net-
work. The server generator generates measurement
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packets, and the server meter measures the delays
of these packets (3).

In order for the measured values to be close to
the delay values of the packages of Appendix A, it is
necessary that the measuring packets pass through
the network along the same path as the packages of
Appendix A, that is, you need to connect the gen-
erator server and the meter server as close as pos-
sible to the original nodes. In our example, this ap-
proximation is achieved by connecting additional
nodes to the ports of the same switches S1 and S2
to which the original nodes are connected. In addi-
tion, it is necessary that the measuring packets have
the structure of the original packets — dimensions
and features placed in the packet headers. This is
required in order for the network to serve them just
like the original packages.

Measuring packages should not be generated too
often, otherwise the network load may change sig-
nificantly, and the measurement results will differ
from those that would have been obtained in the
absence of measuring packages. In other words,
measurements should not change network condi-
tions. Typically, the intensity of the generation of
measuring packets does not exceed 20—50 packets
per second. There is a special software that gener-
ates measuring packets and measures their charac-
teristics upon arrival at the meter server.

Note that the placement of additional equipment,
the creation of conditions for measuring packages
that are close to the processing conditions of original
packages without changing the network load, sim-
plifies the measurement process and allows for their
high accuracy. Since the generator server creates
measurement packets, it can use a special packet
format in order to place information necessary for
measurement in them, for example, the time stamp
of the package. Then, the meter server uses this time
stamp to calculate the delay times. Obviously, in or-
der for the delay measurements to be accurate, you
need good synchronization between the generator
server and the meter server. Since they are dedicated
nodes in the active measurement scheme, such syn-
chronization is easier to achieve than in the case of
synchronization between the client and the applica-
tion server A. In addition, sometimes measurement
engineers do not have access to computers running
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applications to install software for required mea-
surements of incoming packets. And if such access
exists, the client and server operating systems and
the hardware platform are not optimized for accu-
rate measurements of time intervals, which means
they introduce large distortions in the results. How-
ever, the benefits of an active measurement scheme
are not absolute. In some situations, the scheme of
passive measurements is preferable (4).

Passive measurements are based on measure-
ments of the characteristics of real traffic. This dia-
gram is illustrated in Figure 2.

Arguments in favor of the active measurement
scheme describe the problems that have to be solved
when using the passive measurement scheme:

= the complexity of synchronizing client and
server;

= additional and uncertain delays introduced by
the universal multi-program operating systems of
these computers;

= the absence in the header of the packet used by
the application for transferring the time stamp over
the network.

Some of these problems are solved by using a
separate meter server. This server accepts the same
packet input stream as one of the nodes participating
in the packet exchange, whose characteristics need
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to be measured (the figure shows the case when the
metering server is installed parallel to the application
server A). In order for the meter server to receive the
same input packet stream as the original node, they
usually resort to duplicating the measured traffic
to the port to which the meter server is connected.
This feature, called port mirroring, is supported by
many local area network switches. The meter server
can operate under the control of a specialized oper-
ating system that is optimized to perform accurate
measurements of time intervals.

Harder to solve sync problem. Some protocols
carry time stamps in their service fields, so if, for
example, application A uses such a protocol, then
part of the problem is solved. However, in this case,
the question remains open about the accuracy of
the system time in the client’s computer of Appli-
cation A. Therefore, in passive mode, those char-
acteristics that do not require synchronization of
the transmitter and receiver are measured, for ex-
ample, the proportion of lost packets is estimated.

A possible variant of the passive measurement
scheme is the absence of a dedicated server meter.
Some applications themselves measure the latency
of incoming packets, for example, many applica-
tions of IP-telephony and video conferencing have
such functions, since the information on packet
delays helps to determine the possible reason for
the unsatisfactory quality of the application.

Packet delay characteristics

The unit value of this metric is described as the
transmission time of a certain type of packet be-
tween some two network nodes. A certain type is
a package that has a certain set of predefined at-
tributes; The standard does not strictly stipulate
these features, but indicates that they may be, for
example, the packet size, the type of application
that generated the packet, the type of transport
layer protocol that delivered the packet, as well as
some others. The meaning of the feature set used is
to isolate from the general packet flow arriving at
the destination node those packets whose charac-
teristics interest the measuring technician.

Since this definition takes into account the pack-
et buffering time by the receiving node, the delay

depends on the packet size. To obtain comparable
results, it is desirable in the definition of the type
of packages to set a specific packet size. RFC 2679
does not explain why the definition of delay was
chosen depending on the size of the packet, but we
can assume that this is due to the convenience of
measuring the arrival time of the packet, since it
can be measured by software only after the entire
packet has been written to the operating system
buffer. In practice, it is also impossible to under-
stand whether a packet is of the correct type, when
only its first bit is received(5).

In that case, if the packet did not arrive at the
destination for some sufficiently long time, then
the packet is considered lost, and its delay is unde-
fined (it can be considered equal to infinity).

The sequence of measurements is recommended
to be performed at random times, following the Pois-
son distribution. This order of measurement timing
makes it possible to avoid possible synchronization
of measurements with any periodic fluctuations in
the network behavior, since such synchronization
can significantly distort the observed picture.

RFC 2679 recommends using the following statis-
tical estimates for one-way latency:

= quantile for a certain percentage, while the
value of the percentage itself is not specified;

= average delay;

= minimum delay value (in the sample).

Quantiles are convenient for estimating delays
in cases where the percentage of packet loss is high
enough, so calculating the average value of the de-
lay causes certain difficulties (you can ignore packet
loss, but then we get too low an estimate). To cal-
culate the quantile, the lost packets can be consid-
ered as packets arriving with an infinitely long delay,
which, naturally, is greater than the quantile value.

Network response time is an integral character-
istic of network performance from the user’s point
of view. It is this characteristic that the user has in
mind when he says: “Today the network is slow.”
The network response time can be represented as
several items, for example, as in Figure 3:

= the time of preparation of requests on the cli-
ent computer (t. ),

= the time of the transfer of requests between the
client and the server via the network (t

network) >
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* request processing time on the server (t___)

= response time from the server to the client via
the network (t again)

= processing time of responses received from the
server on the client computer (t , 2).

Network response time characterizes the network
as a whole, including the quality of the hardware
and software of the servers. In order to separately
assess the transport capabilities of the network, an-
other characteristic is used — the Round Trip Time
on the network.

Round Trip Time, RTT is among the IPPM stan-
dards. The turnaround time is a component of the net-
work response time — this is the “pure” data transport
time from the sender node to the destination node and
back, without taking into account the time spent by
the destination node for preparing the response:

RTT=2xt

net work

The unit value of RTT is defined as the time in-
terval between the sending of the first bit of a packet
of a certain type by the sending node to the receiv-
ing node and the receipt of the last bit of this pack-
age by the sending node after the package was re-
ceived by the node by the receiver and sent back.

In this case, the receiving node must send the
packet to the sending node as quickly as possible
so as not to distort due to the processing time of
the packet. RFC 2861 recommends the same se-
quence of measurements of the turnover time as for
a one-way delay, that is, random intervals obeying
the Poisson distribution(6).

RTT is a convenient measurement characteristic,
since receiving it does not require synchronization
of the sending node and the receiving node (the
sending node puts a time stamp on the packet being
sent, and then upon arrival from the receiving node
compares this mark with its current system time).

However, the informativeness of the turnover time
is less than one-way delay, since information about
the delay in each direction is lost, and this may make
it difficult to find the problem path in the network.

Variation in packet delay, also called jitter, is very
important for some applications. So, when playing a
video clip, the delay itself is not very significant, for
example, if all packets are delayed exactly ten sec-
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onds, the playback quality will not suffer, and the fact
that the picture appears a little later than the server
sent it will not even be noticed by the server ( how-
ever, in interactive video applications such as video
conferencing, such a delay will, of course, be notice-
ably annoying). But if the delays constantly vary from
zero to 10 seconds, the quality of the clip playback
will noticeably deteriorate, to compensate for such
variable delays, you need to pre-buffer incoming
packets for a time longer than the delay variation.

The unit value of the delay variation estimate is
defined in RFC 3393 as the difference of one-way
delays for a pair of packets of a given type obtained
in the measurement interval T(7).

As well as for one-way delay, the packet type can
be specified by any signs, however, for definiteness
of measurement of the delay variation, the sizes of
both packets of the pair should be the same. The
main question in this definition is how to choose
a pair of packets on the measurement interval T?
To answer this question, RFC 3393 introduces an
additional function - the so-called selective func-
tion, which defines the rules for choosing a pair
of packets. The standard does not define the exact
meaning of this function, it only says that it must
exist, and gives examples of possible functions. For
example, pairs can be formed from all consecutive
packets received in the interval. Another example
is the selection of packets with specific numbers in
the sequence of received packets.

To estimate the delay variation in accordance with
the recommendations of RFC 3393, it is necessary
to measure delays of certain pairs of packets. At the
same time, another approach is often used to deter-
mine the variation of the delay, requiring only knowl-
edge of the sample of one-way delays without group-
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ing them into pairs that meet certain conditions. For
example, in the document “IP Performance Metrics
for Users”, a delay spread is proposed as an estimate
of the delay variation. The delay spread is defined as
the difference between 75% and 25% one-way delay
quantiles. Thus, in order to estimate the variation of
the delay according to this definition, it is sufficient
to obtain a sample of the values of one-way delay,
and then find the corresponding quantiles.

Transmission
Rate Characteristics

The data transfer rate (information rate) is measured
over a period of time as a quotient from dividing the
amount of data transmitted during this period by
the duration of the period. Thus, this characteristic
is always the average data transfer rate.

However, depending on the size of the interval in
which the speed is measured, for this characteristic
one of two names is traditionally used: average or
peak speed.

Sustained Information Rate (SIR) is determined
over a sufficiently long period of time. This is a me-
dium-term characteristic, the period of time should
be sufficient so that we can talk about the steady be-
havior of such a random variable, which is speed.

A period of control of this value must be speci-
fied, for example, 10 seconds. This means that every
10 seconds the speed of the information flow is cal-
culated and compared with the requirement for this
value. If such control measurements were not carried
out, this would deprive the user of the opportunity to
make claims to the supplier in some conflict situa-
tions. For example, if the supplier on one of the days
of the month does not transmit user traffic at all, and
on the remaining days permits the user to exceed the
stipulated limit, the average speed per month will be
normal. In this situation, only regular speed control
will help the user to defend their rights.

Peak Information Rate (PIR) is the highest rate
that a user stream is allowed to reach within a spec-
ified short period of time T.

This period is usually called the period of pul-
sation. Obviously, with the transfer of traffic, you
can talk about this value only with some degree of
probability. For example, the requirement for this

characteristic can be formulated as follows: “The
speed of information should not exceed 2 Mbit / s
over a period of 10 ms with a probability of 0.95.”
Often, the probability value is omitted, implying
its proximity to unity. Peak speed is a short-term
characteristic. PIR allows you to assess the ability
of the network to cope with peak loads character-
istic of pulsating traffic and leading to congestion.
If both speeds are specified in the SLA (SIR and
PIR), it is obvious that pulsation periods should be
accompanied by periods of relative “calm” when
the speed falls below the average. Otherwise, the
average speed will not be met.

The ripple value (usually referred to as B) is used
to estimate the buffer capacity of the switch re-
quired to store data during an overload. The ripple
value is equal to the total amount of data arriving
at the switch during the allowed T interval (ripple
period) of data transmission at peak rate (PIR):

B=PIRxT

Another characteristic of the transmission rate is
the rate of traffic ripple — the ratio of the maximum
rate for a short period of time to the average rate
of traffic measured over a long period of time. The
uncertainty of time periods makes the ripple coef-
ficient a qualitative characteristic of traffic.

Conclusion

The data transfer rate can be measured between any
two nodes, or points, of a network, for example, be-
tween a client computer and a server, between the
input and output ports of a router, and to analyze
and configure the network to know the data on the
throughput of individual network elements(8).
With the consistent nature of data transmission by
different network elements, the total bandwidth of
any composite path in the network will be equal to
the minimum bandwidth capacity of the constitu-
ent elements of the route.

To increase the capacity of the composite path,
you must first pay attention to the slowest elements,
called bottlenecks.

The list of parameters and methods for their analy-
sis represent a general assessment of the performance
of segments in campus computer networks.
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OLIEHKA MMPOU3BOAUTEIbHOCTU CETMEHTOB KOMITbIOTEPHBIX KAMITYCHbBIX CETEM

Beenenne. 3amayua OLIEHKY TTPOM3BOANTEIBHOCTY KOMITBIOTEPHBIX CETEH M X CETMEHTOB €CTh OHOM M3 OCHOBHBIX ITPOOJIEM
¢opmupoBaHs U (HYHKIIMOHMPOBAHMSI COBPEMEHHBIX KaMITyCOB, OOpa30BaTeNIbHBIX ITPOCTPAHCTB U KOPIIOPATUBHBIX
001auHbIX pelieHui. I OLleHKM MPOM3BOIUTEILHOCTA CETMEHTOB KaMITyCHOI CETH Ha ITOCJeI0OBATEIbHOCTH TTaKeTOB,
MOCTYIAOIIMX Ha HEKOTOPBII MHTep(deiic CeTeBOro ycTpoiCcTBa, pacCCMaTPMBAaIOTCSI IBa TUIIA U3MEPEHUIA B CETU — aKTUBHbIE
U TIaCCHBHBIE.

Ilen» — pa3paboTka MpoIeayphl OLICHUBAHUS TSI aKTUBHBIX U3MEPEHUI — Ha OCHOBAaHMM TeHepalluy B Y3JICUCTOYHUKE
CITEIMATbHBIX «M3MEPHUTETbHBIX» TTAKETOB, TSI ITACCUBHBIX — HA OCHOBAaHUH CITOCOOOB ITepeXBaTa XapaKTePUCTHK PeaJbHOTO
TpaduKa.

Mertonpl. [Tpu pa3paboTKe 3TOI MPOLEAYpPHI 151 TOCTPOSHUST OLIEHOYHBIX aJITOPUTMOB MCIIOJb30BaH HabOp MpoIeayp,
pekoMeHA0BaHHbIX RFC COOTBETCTBYIOIIEH TEMAaTUKMA B COUYETAHUM CO CTAaHAAPTHBIMU XapaKTEPUCTUKAMU CTPYKTYPHOTO
aHaJIM3a CETeBbIX MH(MPACTPYKTYP.

Pesyabratsl. PazpaboTaHa MeTOIMKa aHAJTN3a CETEBBIX TOTOKOB B KAMITYCHBIX ceTMeHTaX. ClieJTaHbI BBIBOIBI O BOSMOXKHOCTH
M3MEPEHUI MEXY JIIOOBIMM IBYMsI y3JIaMU, VI TOUKAMU CETH Ha OCHOBAaHWHU TPEABAPUTELHBIX TaHHBIX O MPOIYCKHOI
CITOCOOHOCTH OTIEIIbHBIX 3JIEMEHTOB CETH.

3akmoyenue. CICOK apaMeTPOB Y METOIOB MX aHAJIM3a MMPENCTABIISIET CO00i1 0OIITYI0 OLIEHKY 3(D(hEKTUBHOCTH CETMEHTOB
B KOMITBIOTEPHBIX ceTsX. [1pu 3ToM [UTs aHaIM3a M HACTPOIKM CETU HEOOXOIMMO 3HATh JaHHBIE O MPOMYCKHOI CTOCOOHOCTH
OTJIEJIBHBIX 3JIEMEHTOB ceTH. [10CKOIBbKY MOCIenoBaTeIbHBIN XapakTep Mepenady JaHHbBIX pa3TMIHBIMU 3JIeMEeHTaMU CETH
¢opMupyeT OOIIYI0 MPOIYCKHYIO CIIOCOOHOCTH JIIOOOT0 COCTAaBHOIO ITyTU B CE€TH, PaBHYI0O MUHUMAJBHOW MPOITYCKHOM
CITOCOOHOCTH COCTABJISIIOIIMX 3JIEMEHTOB MapIlpyTa, TO JJISI TOBBIIICHUS TPOITYCKHON CIOCOOHOCTH COCTaBHOTO ITyTH
HEe00XOIMO, B TIEPBYIO 04Yepellb, YCKOPSITh CaMble MEIJICHHBIC SJIEMEHTBI.

Karouesnie caoea: KaMITyCHast CETh, CKOPOCTb ITyJIbCalliy TpadrKa, BEJTMYMHA ITyJILCALIVIA, CKOPOCTh ITMKOBOW MH(MOPMALIH,
ITOCTOSIHHAS] CKOPOCTD IIepeIaul JaHHbIX, BpEMS 3a[€PKKH TAKeTa, JMaMETP KOMIIbIOTEPHOI CETH.
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OLIHKA IMTPOAYKTUBHOCTI CETMEHTIB KOMITTOTEPHUX KAMITYCHUX MEPEX

Beryn. 3agava oliHIOBaHHSI MPOAYKTMBHOCTI KOMITIOTEPHUX MEpEX Ta iX CEeTMEHTIB € ONHI€I0 3 OCHOBHHUX IpoOJieM
¢dopMyBaHHS Ta (PYHKUIOHYBaHHSI Cy4YaCHUX KaMIIYCiB, OCBITHiX IPOCTOPIB i KOPIOpAaTUBHUX XMapHUX pilieHb. s
OLIiIHIOBaHHS TMPOIYKTUBHOCTI CErMEHTIB KaMITyCOBOI MepeXi Ha MOCJiOBHOCTI MaKeTiB, 1110 HAAXONATh Ha NESKUi
iHTepdeiic MepexxeBOro MpUCTPOIO, PO3IJISAAIOTHLCS IBa TUIIM BUMIPIOBaHb B MEPEXi — aKTUBHIi Ta MAaCUBHI.

Meta. MeToto 1aHOi CTaTTi € po3po0Ka MpoLeTypy OLIiHIOBaHHS. JJIs1 aKTUBHUX BUMipIOBaHb — Ha MilICTaBi reHepawii
B JDKEPEJbHOMY BY3Jli CeliabHUX «BUMIpIOBAaJIbHUX» MAKEeTiB, U1 MAaCMBHUX — Ha MilCTaBi CIIOCO0IB MepeXOoruieHHs
XapaKTepPUCTUK peabHOTO Tpadiky.

Metoau. IIpu po3pobui 1ii€i nmpoleaypu Wi MOOYAOBM OLIHOYHUX AJITOPUTMIB BUKOPUCTAHO Habip Ipoluenyp,
pekoMeHaoBaHUX RFC BiANMOBiZHOI TEeMAaTUKU Y TTOEIHAHHI 3i CTAHAAPTHUMU XapaKTepUCTUKAMU CTPYKTYPHOTO aHali3y
MepexXeBUX iHppacTpyKTyp.

Pesyabratu. Po3pobieHo MeTonuKy aHajizy MepexXeBUX IMOTOKIB y KAMITyCHUX CETMEHTaxX. 3po0JIeHO BUCHOBKU TIPO
MOXKJIMBICTb BUMipIOBaHb MiX OyIb-SIKUMM IBOMa By3JlaMM, a00 TOYKaMM MEpeXi Ha MiacTaBi MOMEPENHIX TaHUX MPO
MPOMYCKHY 31aTHICTh OKPEMUX €JIEMEHTIB Mepexi.

BucnoBku. Criicok mapaMmeTpiB i METONIB iX aHajli3y sIBJsSIE CO0O0I0 3arajibHy OLIHKY e€(eKTUBHOCTI CEIrMEHTIB B
KOMIT'ToTepHUX Mepexkax. [1py Takux ymoBax, Ut aHaJli3y i HACTPOIOBaHHST MepeXi He0OXiTHO 3HATH aHi ITPO IMPOTYCKHY
3IaTHICTb OKPEMMUX EJIEMEHTIB MEPEXi.

OCKIiJTbKY MOCTIiIOBHUI XapaKTep Mepeaadi JaHNX PisHUMHM eJIeMeHTaMU MepexXi (hOpMYe 3arajibHy IMPOITyCKHY 30aTHICTh
OyIb-SIKOTO CKJIAJIOBOTO IIISIXY B MepeXi TakKoro, 1110 BOHA € MiHIMaJIbHOIO 3 TIPOMYCKHUX CIIPOMOKHOCTEN CKJIaJ0BUX
eJIEMEHTIB MapuIpyTy, TO [Jis1 IMiIBUILEHHS IPOITYCKHOI 3AaTHOCTI CKJIAJEHOTO WUISIXYy HEOOXimHO, B TEpIly 4Yepry,
MPUCKOPIOBATH CaMi MOBIiJIbHI €JIEMEHTH.

Karouoei caosa: xamnycHa Mepexa, IBUAKICTb MyJbcallii Tpadiky, BeIMYrHa MyJabcalliil, IIBUAKICTb MiKOBOI iHbopMallii,
MoCTiliHA IIBUAKICTh Mepeaadi TaHNX, 3aTPUMKH TTaKeTa, 4ac 000pOTy MakeTa, JiaMeTp KOMII IOTepHOI Mepexi.
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