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GAUSSIAN-DISTRIBUTED RANDOM VARIABLES

The derivation of propagation rules for the mean and the variance of physical quantities func-
tionally connected by the transformations X2, cos X, VX, and arccos X, which were proposed
in Ukr. J. Phys. 61, 345 (2016) and Ukr. J. Phys. 62, 184 (2017), has been analyzed. It is
shown that the substantiation of the “error propagation rules” was not based on the funda-
mentals of probability theory and mathematical statistics. Moreover, the proposed reduction of
indices, X — VX and X? — X, in the roots of the square equations forming a basis for the
propagation formulas restricts the values of the normal distribution parameters mx and ox.
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1. Introduction

Two works published recently in citela,lb were de-
voted to the derivation of the so-called rules of
“error propagation” for the direct transformations
Y = g(X) = (X?,cos X) and the inverse to them
Z = g~ Y(X) = (VX,arccos X) of the random vari-
able (RV) X obeying the normal distribution law
N(mx,ox)?!. Here, the parameters mx and ox do
not determine the physical quantity itself, but the
distribution of the probability density for its ran-
dom values. The error propagation rules were derived,
by using elementary arithmetic transformations of
quadratic equations for the variances of random quan-
tities X, X2, cos X, and arccos X. The required ex-
plicit forms of mean functions were calculated by ap-
plying tabulated integrals [3].

However, the substantiation of the obtained ana-
lytic expressions — the propagation rules — was not
based on the fundamentals of probability theory and
mathematical statistics [4-6]. Moreover, the obtained
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relationships were tested on experimental samples
that did not satisfy the criteria of normal distribu-
tion. In view of the challenging character of this ap-
proach to the statistical averaging of the results of
physical researches, which always contain a fluctuat-
ing component, this work is devoted to the analysis of
the substantiation of the error propagation formulas
proposed in works [1, 2].

2. Theoretical Analysis

When analyzing the experimental data, the Gaussian
statistical distribution N(myx,ox) is widely used. In
this distribution, the probability density of obtaining
some value for the measured quantity X depends on
the variance O'g( = Dx and the shift mx = Ex. The
Gaussian distribution forms a basis for the theory of
statistical estimation of errors [7]. The latter is based
on the fundamental regularities of the curve describ-

1 An experiment is associated with a random numerical value
X. The function of X is real-valued and should satisfy all
probability axioms.
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ing the probability density for the standard N(0,o0x)
distributions: symmetry, a single-mode character,

and a maximum with the height L located at
7T(7'X
the point with the coordinate Ex. At the height

0.607 : :
~ the contour width eqials 20 x, and the co-
\/271'0%( ’ ’

ordinate values at those points equal Ex F ox.

For the Gaussian curve, the mean coincides with
the median and the mode, and the probability of
large deviations Az from mx falls down proportion-

ally to the exponential function exp (— QA;g ) Those
properties allow the correspondence of an empirical
distribution to the normal one to be rapidly esti-
mated. Proper attention is often not given to this fact
[1, 2], thereby violating the requirements concerning
the verification of statistical models with respect to
their Gaussian character.

The aim of works [1,2] was to propose analytic rela-
tionships that would make it possible to evaluate the

parameters F 5, D ;z, Farccos x, and Darccos x Of
RVs subjected to the Y = g~ (X) = (VX arccos X)
transformations — inverse to the direct Y = ¢g(X) =
= (X2 cosX) ones — in terms of the given pa-
rameters Fx and Dx with the random values of
the normally N(mx,ox)-distributed random vari-
able X. The cited author obtained them in the form

Elr = E% — Dx/2,

D5 = Ex —\/E% — Dx/2.

In order to analyze the statistical validity of the
scheme of index reduction, which was applied in
works [1,2] while deriving relations (1), let us analyze
the algorithm of their substantiation in a somewhat
different statement.

In probability theory and mathematical statistics,
a fundamental concept of RV is the variance D, as
a measure of fluctuation intensity. It is equal to the
mean of the square minus the square of the mean,
and the inequality

(1a)

(1b)

D >0 (2)

is strictly obeyed for it.

If the initial random variable X is transformed
quadratically, ¥ = X2, then, provided that RVs
are statistically independent, their covariance equals
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zero, and the variance equations look like

Dx = Ex» — E%, (3a)

Dx> = Exs — E%. (3b)

They are satisfied for arbitrary RVs, irrespective of
their distribution laws. Therefore, by analogy with
Egs. (3), the following system of equations can be
composed for RV transformations according to the

laws (arccosX, \/)?) <X = (X2, cos X):

D x +E*+ = Ex, (4a)
Dx + E% = Ex, (4b)
Dx» + Ex2 = Exs, (4c)
Darccos X + F2iocos x = (arccos X)2, (4d)
Dx + E% = X2, (4f)
Deos x + B2 x = (cos X)2. (de)

Equations (4) are basic for the substantiation of ana-
lytic relations used to estimate the variance and the-
mathematical expectation of RV. They are valid for
independent RVs? and do not depend on the type of
probability distribution.

There is an opinion in the literature that the prob-
lem can be solved, if the integrals of £ <, Ex, Exz,

Exa, (arccos X)2, and E¢os x as the right-hand sides
of Egs. (4) can be expressed in terms of elementary
functions. The author of works [1,2] calculated the in-
tegrated means X2, X4, and cos X for the normally
distributed, N(mx,ox), initial random variable X,
for which random parameter values change within the
limits

—oo <mx < 400, o >0. (5)

The corresponding calculations were made, by using
tabulated integrals (3.462.2) and (3.896.2) taken from
[3] (similar integration can be made by parts [8]). As
a result, the following expressions were obtained:

Ex =m,

Ex» = 0% +m%,

Exas = 30% 4+ 60%m% +my = (6)
= B2 + 20X (Bx2 +m¥),

EcosX = exp (—O%(/Q) cosmyx.

2 For independent RVs, their covariance equals zero.
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Then the system of equations (4) takes the form

D x = Ex ,E?F Y=\/Y

Y3 \FDX_EX2 EQ Y = X

YZ:;;X Dyx» =2Dx(Ex> + E%),

Duscoosx = Boosx = Eeeony | ~H (D)
Y =aygeos X Dy = Exs — E2 ¥ =gon X

Y =cos X

1
&7 Deosx = 3 [l —exp(—Dx)] x

x {l — exp (—Dx) cos Ex}.

This allows the following equations to be written
down for the direct transformations ¥ = X2 and
Y = cos X of the random variable X:

Dx= Ex» — F%, (8a)
Dx2=2Dx(Ex> + E%2), (8b)
Dx = Ex» — E%, (8c)

(8d)

B 4
2Dos x — 1= (°X> cos2Ey — 2E2% .,
Ex

respectively. The corresponding solutions are [1, 2]:
for Eqgs. (8a) and (8b),

Dx = Ex2 —/E%, — Dx2/2, ©
E% = F%> — Dx2/2;

and, for Egs. (8¢) and (8d),

cos? Ex
DX =1In ( ),
Eosx (10)
E.os x = Ex eXp(_DX/2)‘
The problem of finding the means
+oo
22
VX =C / VT exp (—2> dx
and B
22
arccos ¢ = C | arccos x - exp (— 2) dz, (11)
where C = 21 = and z = “="X  for the nor-
7T(7X

mally N(mx,ox)-distributed initial random variable
X was not solved in works [1, 2]. Instead, in order
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to determine F X D\/Y7 EarccosXv and DarccosX in
Egs. (7) (or their solutions (10) and (11)), the cited
author proposed a scheme for reducing the indices

following the algorithm
X 5VX, X5 X (12)

Then Eqgs. (9) can be used to compose the following
system of equations:

D x = Ex — B, (13a)
Dx =2D /x(Ex + E2), (13b)

with radicals (1) being its solutions. No statistical
substantiation of algorithm (12) was given at that.

The plot of the solutions of Egs. (13b) are parabo-
las with a maximum with the coordinates (E%,0)
for Eq. (1a) and (E%, D /5 = Ex) for Eq. (1b). This
means that the restriction

2E% > Dy (14)

is imposed on the values of the quantities Fx and Dy,
so that it is impossible to use a normally N(mx,ox)-
distributed initial random variable X with the math-
ematical expectation in the interval

ox
mx < —. 15
<5 (15)
There exists a similar restriction for the variance
DarccosX [172]

V20 <1-E, <1-E?
—V20<1<1+E, —a<1/V2

Restrictions (14)—(16) contradict the initial condition
of the problem about the random choice of the nor-
mally N(mx,ox)-distributed initial random variable
X within intervals (5) of the parameters Fx and Dx.

Let us present some probabilistic statistical argu-
ments testifying to the incorrectness of the index re-
duction scheme. Nonlinear transformations, includ-
ing those of type (12), change the form of distribu-
tion functions for the probability densities of trans-
formed RVs [4-6]. The author of works [1, 2] carried
out a standard calculation of means of the type Ex,
Dx, Ex2, Dx2, and Ex4 for the random variable
X € N(mx;0%). On their basis, he composed an
equation of type (4), making no analysis of the sta-
tistical regularities of transformed RVs.

(16)
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Actually, in order to substantiate the equation for
the variance of a transformed RV,

Dy — / (y— V) fy(y)dy =
— [ (47 - 2¥) e -
J !

= / Vhy(y)dy + Y / fy(y)dy —2Y / yfy (y)dy=

— 0o

Y247 / fy (y)dy — (2Y)°, (17)

as well as its possible solution, the set of roots of
the transformation function should be analyzed with
respect to their existence. In addition, the regions,
where this function is monotonic, should be deter-
mined, and, if needed, the normalization condition
for the function fy (y) describing the distribution of
probability density for the transformed RV should
be corrected by the normalizing factor in the term
v’ ffooo fy (y)dy of Eq. (17). As an example, the non-
linear transformation function y = 22 is two-valued
in the interval (—o0,+00) and has two roots: X; =
= —/Y in the z < 0 range of values and X, = +Y
in the z > 0 one. At the same time, the function of
the radical type, y = /x, has only one root in the
x > 0 range of values, and so forth.

To summarize, it is worth emphasizing the follow-
ing point. Relations (1) agree with the approximate
method, which is known in statistics for estimating
transformed random variables X's and is based on the
theorem (see Theorem 2.18 in work [10])

dy .
E~=+\FE Dy 2 Dx (==
X X7 v X (dx) ‘X_EX7

only in the limiting case Fy > Dy. So, if Y = v X,
2

then £ ~ = /mx and D 5 & 4(2;' Similarly, for

other transformations,

(18)

Y = X? - Ex» 2 m%,

Dyx» 2 4E% Dy = 4m% 0%,

and

Y =cos X — Ecos x = cos(Ex) = cos(mx),

Deos x = sin? Ex Dx = sin’ mx ag(.
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The case Ey > Dy has a low practical impor-
tance. In the course of RV processing, the distribu-
tion curve fy(y) is mainly centered in a vicinity of
the sample mean. This procedure makes it possible,
by optimizing statistically independent distribution
parameters (for a normal two-parameter distribution,
these are Ey and Dy ), to apply standard algorithms
for the development of a statistical model for a re-
searched physical system.

3. Conclusions

1. The scheme of index reduction was proposed in
works [1, 2] without a statistical substantiation. The
obtained relations for the estimation of the mean of a
normally distributed random variable agree with the
approximate method known in the literature only in
the limiting case Fy > Dy.

2. The problem formulated in works [1, 2] is chal-
lenging and has a practical value. Since it has not
been solved properly, it should be studied further.
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I1. Kocobyuvruti

CTOCOBHO MOJEJ/IFOBAHH#A
MATEMATWUYHOI'O CIIOJIBAHHA

I JIUCIIEPCIT BUBIPOK TAYCOBO
POSIIOAIJIEHNX BUITAJIKOBUX BEJINMYNH

Peszwowme

IIpoBeiennit aHa/i3 BUBE/EHHsI 3aIlPOIIOHOBAHUX y POOOTAxX

YOK 6, Ned, 355-362 (2017) Ta YOP2K 62, Ne2, 184-
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190 (2017) mpasusi mepeHocy cepeaHboro i amcuepcii dizu-
YHAX BEJIUYUH, (DYHKIIOHAJIHHO ITOB’SI3aHUX IIE€PETBOPEHHSIMI
X2, cos X, VX, arccos X. Tlokazano, mo o6rpyHTyBaHHS “Opa-
BUJI TIEPEHOCY TTOXUOOK”’ HE I'PYHTYIOTHCs Ha GA30BUX ITOJIOYKEH-
HAX Teopil IMOBipHOCTEN i MaTEeMaTUYHOI CTATUCTUKH, & 3AIIPO-
HoHOBaHe HOHMKeHH: innekciB X — vV X; X2 — X B KopewHsix
KBaIPaTHUX PIBHSHB, MTOKJIAJEHOIO B OCHOBY 3alHCy (POPMYIT
repeHocy, oOMexKye 3HaYEHHsI [TapaMeTPiB HOPMAaJIbHOTO PO3-
MOy mx,0X .
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