
Технологія управління розвитком 

©  Mingxin Huang 161 

DOI: 10.6084/m9.figshare.9788696 

UDC 338.33 

Mingxin Huang 
PhD student in the Department of Information Systems and Technologies, orcid.org/0000-0002-2365-9815 

Taras Shevchenko National University of Kyiv, Kyiv 

 

REVIEW OF MONITORING AND FORECASTING TOOLS OF THE CROP YIELD 
 

Abstract. A theoretical basis for research was created to solve the problem of creating an information 

technology for monitoring the yield of agricultural crops based on the analysis of multispectral images 

obtained by remote sensing. The geoinformation system created on the basis of this technology should 

monitor and yield the analysis of satellite time series of images to identify quantitative and qualitative 

indicators of yield, possible diseases of plants, and the like. The problem described in the work is relevant 

in conditions of environmental uncertainty. It is revealed that as a result of the food crisis, the consequence 

of which is a constant increase in the cost of food products, agriculture is increasingly functioning in 

conditions of uncertainty and risk, which requires the use of special research methods. 
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Introduction 

The use of geoinformation systems is an integral 

tool for managing sown areas, analyzing yields and 

forecasting future yields. By 2050, according to the Food 

and Agriculture Organization, the world's population 

may grow to 9.6 billion [1]. This is a big burden on 

agriculture, because productivity in the coming years 

should increase significantly. Moreover, agriculture now 

uses most of the water supply, and arable land is not 

enough. That is why the urgency of the development of 

geoinformation technology to support decision-making 

in the field of agriculture is not in doubt [2].  

The image of the crop area can be presented in the 

form of time series, which allows applying the 

appropriate methods for their prediction [3 – 9]. The 

articles [10 – 12] describe the methods and technologies 

for processing time series of digital images for decision-

making in agriculture. 

The management of crop yields is a part of the 

managerial task of agribusiness, which requires the use of 

new conceptions of project and program management  

[13 – 17]. For the analysis of yields, it is necessary to take 

into account external factors of influence, in particular, the 

air quality in the growing area of agricultural crops [18]. 

The purpose of the article 

The purpose of the article is to conduct a review of 

software products, services, devices, as well as methods 

for processing multispectral images, monitoring and 

forecasting of the crops' youth. 

Presenting main materials 

As is well known, the results obtained due to remote 

sensing of the earth's surface or other image of the crop 

area are transformed into time series, which need to be 

analyzed and, consequently, to make a rational decision 

on the management of these areas. This requires 

specialized software that can process both data of one 

dimensionality and multidimensional time series at a 

high level [19]. Another disadvantage of modern 

geographic information systems and software packages 

for image processing and pattern recognition is that such 

systems do not provide all the necessary functions for 

handling time series, and also require the storage of data 

arrays for access to images, that is, they do not provide 

for optimization for effective monitoring. I will plant 

sown areas of agricultural crops [18]. 

In the 90's of the last century, WinDisp software 

was developed, which reflected and implemented the key 

needs of managers in agriculture. In the early 2000s, the 

support of this software was stopped, because the tools 

that were implemented in it, did not meet the challenges 

of time and outdated [1]. To analyze the agricultural land 

image for yield monitoring, you can use specialized 

mathematical and statistical packages and tools for 

MatLab [20], R environment [21], as well as image 

processing software GRASS [22], IDRIDI [23], ENVI 

[24]. You can also use MySQL or PostgreSQL spatial 

databases to store information. However, the processing 

of agricultural land images requires special skills in 

programming and analysis, that is, the involvement of 

relevant professionals. 

Necessary tools for analyzing information obtained 

after ground sensing, such as the NDVI vegetation index 

[25], surface humidity, anomalies, etc., provide a number 

of online platforms: MARS [26], the US Geological 

Survey Platform [27], the GLAM Platform [28], 

CropExplorer [29]. However, these platforms don’t have 

the necessary function for the processing of agricultural 

landscapes, which corresponds to the needs for 

management of sown areas and forecasting yields. 
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Some other online services also provide services 

related to image processing, but they are mostly used for 

specific tasks [30 – 32]. For example, the TIMESAT [33] 

service is quite effective, but its lack is the lack of a 

proper graphical interface. Another TimeStats service 

has built-in intelligent data analysis and a sufficient 

amount of archive data, but it requires the involvement of 

data analysis specialists and remote sensing experts. 

Means for the purpose of rheological modulation [34; 35] 

provide efficient work with time series of images, but 

their capabilities do not meet the needs for processing 

large numbers of images. 

A system that is designed to monitor crop yields 

should take into account the large number of different 

growth indicators, perform statistical analysis and 

forecasting of yields based on monitoring results: 

1. Meteorological indicators (weather 

monitoring). 

2. Agrometeorological indicators (crop 

monitoring). 

3. Phenological indicators (phenological 

monitoring). 

In order to ensure effective monitoring at all levels, 

high-quality aerospace images that can be stored and 

analyzed in time series should be provided for analysis. 

Crop monitoring is a system for observing and 

measuring crop growth, taking into account 

meteorological, agrometeorological, phenological and 

other indicators based on the analysis of time series 

images obtained as a result of photographing crop areas, 

in order to evaluate and predict the potential yield of a 

crop. It is also envisaged to take into account uneven 

yields at different sections of the crop area, which can be 

visualized using yield maps, in which the various colors 

indicate the volume of the resulting products after 

harvesting. It should also be borne in mind that crop 

monitoring should provide for a two-dimensional 

assessment: the quantity of products potentially obtained 

and the quality of the product on the appropriate scale. 

Phenological indicators of plant cultivation take 

into account the relationship between seasonal changes, 

weather conditions and climate change affecting the 

maturity period, the occurrence of diseases, the timing of 

the start of certain agricultural work, and so on. The study 

of phenological indicators is a necessary element of 

quality management of sown areas. 

Most studies concerning the allocation of 

phenological indicators in the analysis of images of sown 

areas by remote sensing of the earth's surface are in the 

calculation of normalized vegetative index (NDVI). This 

is a simple quantitative indicator of photosynthetic active 

biomass used to quantify vegetation cover: 

,
RN

RN
NDVI

+
−=  

where R  – 630-690 nm, visible red area spectrum;  

N  – 760-900 nm, reflective infrared spectrum area. 

According to this formula, the vegetation density 

(NDVI) at a certain point in the image is equal to the 

difference in the intensity of the reflected light in the 

visible and infrared range divided by the sum of their 

intensities [36 – 38]. The general concept for detecting 

phenological indicators is based on the definition of 

critical points in the NDVI trajectory. Let  

{ }1 2, , , ,n= Kβ β β β  

β – discrete time series of NDVI ratings fixed at certain 

time intervals (day, week, two weeks, etc.);  

iβ  – estimation of NDVI at the i-th moment of time. 

Then, by constructing this time series on the graph, one 

can investigate how the vegetation index changes in 

dynamics, which allows real-time tracking of abrupt 

changes in the vegetation level and adopting an 

appropriate solution to ensure effective crop 

management. 

Consider the BFAST (Breaks For Additive 

Seasonal and Trend) method, which can help determine 

long-term phenological changes in time series of images. 

This method combines the methods of detecting changes 

in the behavior of time series with the methods of 

decomposing rows into components that determine 

tendency changes, seasonal changes, and random 

components [39]. The article [40] describes the 

possibilities of the BFAST method to detect long-term 

phenological changes with the help of a harmonious 

seasonal model. According to this method, the additive 

decomposition model is that the time series of the image 

has the form: 

,tttt eSTY ++=  

where tY  – time series data that are recorded at the time 

t , tT  – trend component, tS  – seasonal component, te  

– residual, random components, nt ,1= , n  – the number 

of observations or the number of elements in the time 

series of the image. Residual components are variations 

of the time series that are diverging from trend or 

seasonal components: 

,= + ⋅t i iT a t b  

where ,1 ji rtr ≤<− mi ,1=  – monitoring points. 

The seasonal component changes in a similar way. 

Changes can occur from one segment to another between 

control points. Also, for the seasonal component, control 

points can be determined differently. In [40], a harmonic 

model for describing the seasonal component is defined: 


=








 +=
k

k

jkjkt

kt
S

1

,
2

sin β
λ
πα  

where unknown is the amplitude ,jkα  phase ,jkβ  and 

the frequency is known λ . 

Also, to determine the seasonal component, you can 

set the model of linear harmonic regression: 
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The described model has the following advantages, 

unlike the usual seasonal model: 

1. The model is less susceptible to short-term 

changes and noise. 

2. To calculate the parameters of the model of 

multiple regression, many observations are not required. 

3. Parameters are relatively easy to calculate. 

In addition to identifying phenological changes, one 

can consider methods that allow meteorological and 

agrometeorological changes to be identified. Their 

content does not change in general. It is necessary to 

allocate time series of data (meteorological and 

agrometeorological indicators) which characterize the 

research area, make its decomposition, allocate seasonal 

and trend components, and also estimate the residual 

component. After this procedure, it is possible to 

calculate the forecast as a seasonal component with a 

certain confidence interval ,ˆ
tS  and directly to the time 

series of data .ˆ
tY  The forecast data are valuable 

information for the planning and organization of 

agricultural work, in particular, in the monitoring of crop 

yields. In Figure 1 Two pictures of the same field are 

displayed at intervals of 10 days. Changes in the image 

are visualized without the use of software, only by 

viewing the image. However, for effective crop 

management, such undesirable changes need to be 

identified before they are visible to the visually in order 

to take the necessary action and not to lose the crop. 

 
Figure 1 – Satellite images of the same field are made  

at intervals of 10 days 

In order to distinguish between phenological, 

meteorological and agrometeorological indicators, it is 

necessary to construct the so-called Satellite Image Time 

Series (SITS) satellite image. Such time series are 

satellite images of a certain area, executed at fixed 

moments of time. It is necessary to construct it: 

1. To take pictures of the territory with a certain 

period of time. 

2. Perform recognition for these photos using 

special image recognition methods. 

3. Perform a visualization of the map of the 

territory, where you can display (preferably in color) 

changes that are related to the investigated feature 

(Figure 2). 

The collected information is analyzed and the 

conclusion is reached regarding the estimation of 

agricultural crop yields at a given site. 

 
Figure 2 – Satellite time series of image of the territory  

and displaying the color of deviations from the norm  

by two indicators 

 

It should be noted that an arbitrary image can be 

defined as a function ),,( yxz  where x  defines the 

coordinate abscissa, and y  – coordinate ordinates on the 

plane. The value of the function is intensity. 

In the case of a black and white image, the value of 

the function ),( yxz  is a gray level. A digital image is a 

function ),,( yxz  the arguments of which accept a finite 

number of discrete values. If you divide the image into a 

finite number of pixels, then the position of each pixel 

will be determined by the coordinates x, y. 

As a rule, black and white images for monitoring 

yields are not used, since the color contains very valuable 

information on the basis of which it is possible to 

determine the NDVI indicator or to identify possible 

plant diseases. 

Color models mostly have three views: 

1. RGB color mixing model. 

2. CMYK model used in typography. 

3. YIQ, YUV, YCrCb models used in video 

systems. 
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One way of comparing images with each other is the 

method of perceptual hashing. One of the simplest hash 

functions is the average of low frequencies. In images, 

high frequencies provide detail, and low frequencies 

display the structure. A large, detailed photo contains 

many high frequencies. In a very small image, there are 

no details, so it consists entirely of low frequencies. The 

hash algorithm consists of these steps: 

1. Reduce the size of the image. When reducing the 

image, the high frequencies disappear. It is suggested to 

reduce the image to at least 8 by 8 pixels. Even if the 

image is not square, you still need to compress it to a 

square of the minimum size. 

2. The next step is to convert the image to shades of 

gray without color.  

3. Calculation of the average value of all shades of 

all image pixels. 

4. If the pixel tint is darker than the average tint, 

then it gets 0, that is, black. If the tint of the image pixel 

is lighter than the average tint, then it gets 1, that is, 

white. Thus the image is converted to black and white. 

5. Constructing hash, that is, converting bits of an 

image into one value. In the case of an image 8 to 8, it will 

be a 64-bit value based on the number of pixels or bits. 

The final hash will not change if the image is scaled, 

compressed or stretched. To compare images, you can 

quantify the similarity using, for example, Heming 

distance.  

Another method is the perceptual image hashing, 

which uses the discrete cosine-transformation of the 

image. Discrete cosine-transformation (DCT) is an 

orthogonal transform, a cosine-transform variant for a 

real number vector. It is used in compression algorithms 

for loss information, such as MPEG and JPEG. This 

transformation is closely related to the discrete Fourier 

transform and is a homomorphism of its vector space. 

Mathematically, the transformation can be accomplished 

by multiplying the vector into a transformation matrix. In 

this case, the matrix of the inverse transformation to the 

multiplier is equal to the transposed matrix [41]. 

The algorithm of perceptual hashing consists of 

these steps: 

1. Reduce the size of the image. Perceptual hash is 

calculated on the basis of a small image, for example 32 

to 32. 

2. Remove the color and perform a discrete cosine 

transform that cuts the image into a set of frequencies and 

vectors. 

3. In the upper left corner of the image obtained 

after the cosine transform, only lower frequencies will be 

stored, so it is suggested to fix the part of the image for 

further analysis: the upper left corner is 8 to 8. 

4. Calculate the average value in the reduced block. 

5. For the image, the cosine of the transformation is 

assigned 0 or 1, depending on whether the darker or 

lighter shade is. 

6. After that, you need to build one meaning of the 

perceptive hash and compare it with the hashes of other 

images. 

There are varieties of perceptive hash algorithms 

that also increase performance. For example, you can 

crop the image before reducing the size. In this case, the 

loss of information around the main part of the image 

does not play a special role. 

The disadvantage of the hashing method for the task 

is the need to maximize the consideration of high 

frequencies. Also, the disadvantage is that the change in 

the pixel color of the image will not significantly affect 

the hash design, and this change can signal the negative 

processes occurring in the development of plants. 

Another approach that may be useful in analyzing 

the fields of agricultural crops is the image segmentation. 

Segmentation involves separating the image into 

segments according to certain rules. Segmentation 

methods, taking into account high frequencies, allow you 

to detect changes that occurred on the site, new objects 

that appeared on it, and so on. Each pixel of the image 

corresponds to a certain label, and it is considered that 

pixels with the same label are visualized equally. 

There are two basic approaches to segmentation. 

The first one is based on image splitting by brightness 

levels. The sharp change in brightness when moving 

from one pixel to another can indicate the identity of the 

object. The second class of methods is to partition the 

image in the area according to predetermined criteria. 

One of the missions of the research satellite EOS 

AM-1, which operates under the guidance of NASA, is 

taking photos of the earth's surface in 36 range ranges 

from the length from 0,4 mkm to 14,4 mkm and an 

extension from 250 m to 1 km. This mission is called 

MODIS (Moderate Resolution Imaging 

Spectroradiometer) and is generally designed to study 

processes (radiation, meteorological, etc. on the surface 

of the earth and the oceans). Also, this tool is used in 

agriculture, in particular for calculating vegetation 

indices and soil moisture levels.  

The MODIS sensor has 36 spectral bands, seven of 

which are intended for study of vegetation and terrestrial 

surface: blue (459-479 nm), green (545-565 nm), red 

(620-670 nm), infrared (NIR1: 841-875 nm) ; NIR2: 

1230-1250 nm), and short-wave infrared (SWIR1: 1628-

1652 nm, SWIR2: 2105-2155 nm). The MODIS Land 

Science team provides a set of standard MODIS products 

for users, including the MODIS Surface Reflectance 8-

day Composite (MOD09A1). According to satellite data, 

vegetation indices are calculated according to the 

formulas: 

,
1

1

REDNIR

REDNIR

RR

RR
NDVI

+
−=  

where NDVI  – Normalized Difference Vegetation 

Index, 1NIRR  – infrared band, REDR  – infrared band. 



Технологія управління розвитком 

165 

,
1

1

SWIRNIR

SWIRNIR

RR

RR
LSWI

+
−=  

where LSWI  – Land Surface Water Index;  

1NIRR – infrared band, SWIRR  – shortwave infrared band, 
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where EVI  – Enhanced Vegetation Index;  

1NIRR – infrared band; SWIRR  – short-wave infrared band; 

BLUER  – blue band [42]. 

So far, vegetation indices, and especially the NDVI 

index, are the most informative indicator of automated 

crop evaluation. However, its use for this purpose has a 

number of features. First, all studies on the application of 

the NDVI index for yield assessment usually relate to 

local areas, a defined list of crops, and were carried out 

at the regional level, which does not cover sufficient 

representation of plants, regions and geographical 

features. Often these studies are used to analyze low-

resolution images. Therefore, the results of studies in 

which the only indispensable index in the calculation of 

agricultural crop yields is the NDVI index is not entirely 

correct. Because the quality of the images is low, weeds 

and other vegetation can be perceived as cultivated 

plants, which cannot be filtered out from the original 

image. The results obtained are then adjusted to take into 

account the final harvest. 

In general, most studies indicate a high correlation 

between the NDVI index and the final harvest. However, 

in these studies, small plots were analyzed, and many of 

them used photographs derived from terrestrial 

platforms. 

Manufacturers offer many devices to monitor yields 

of agricultural products. One of them is the Grain yield 

monitor (GYM). This is a device with sensors to calculate 

the yield of grain placed on the combine. GYM is the part 

of high-precision agricultural production, which provides 

agricultural producers with tools to reduce costs, increase 

yields and increase efficiency. GYM is designed to 

measure the mass flow of grain yield, moisture and speed 

to determine the total amount of grain harvested. In most 

cases, it is now combined with a global positioning 

system for recording yields and other field information 

variables. This allows you to create a grain yield map that 

provides information on spatial variability and supports 

managerial solutions for producers. 

The yield monitor is a device that records the data 

that determines the yield of the grain. Modern yield 

monitors provide operators with a user interface that 

displays grain yield, grain moisture, as well as a spatial 

color coding map that displays the yield of grain of 

certain parts of the field [43].  

Grain yield maps can be displayed on the monitor 

or through spatial data management software such as 

SMS or Apex. Crop maps are used in managerial 

decisions such as fertilizer rates and sowing rates, etc. 

[44]. Crop maps are also used to make decisions about 

best management practices in terms of comparing 

varieties of crops, types of fertilizers and standards of 

their application, as well as the use of pesticides. These 

and other methods of precise farming can be written as 

spatial maps and superimposed on grain yield maps for 

further analysis and decision making. 

The density and health of crops can be monitored 

by analyzing surface field images that are obtained at a 

certain interval of time. Such time series of images 

contain valuable information on the activity of 

chlorophyll, plant activity, the possible presence of 

diseases or pests. The analysis of multispectral field 

images allows us to identify the necessary indicators that 

determine the growth of a crop, its maturity, and others 

like that. Therefore, we can assume that NDVI vegetation 

indices, or other similar indices, can be used to monitor 

the yield and crop yields in the local field. 

It should be noted that productivity is also 

influenced by other factors: soil quality, type and 

efficiency of management, environmental situation and 

weather conditions, etc. 

Conclusions and recommendations  

for further research 

According to the results of the study of modern 

means of processing time series of images for monitoring 

of crop yields, it was found that none of the services or 

software does not combine all the necessary package of 

possibilities for processing and analysis of data that are 

necessary for the management of sown areas: finding 

anomalies, identifying phenological changes, crop 

evaluation, etc. Therefore, the important task is to create 

specialized software that would allow you to download 

and work with archives of large-scale images and 

implemented, built-in methods of intelligent data 

processing and image recognition. 

The urgent task is to develop methods for analyzing 

such digital images for the establishment and forecasting 

of yield levels, the identification of areas of over-drying 

of the soil, the content of weeds, the incidence of plants, 

etc. Integration of these methods into geoinformation 

systems will create a multifunctional decision support 

system in agriculture. 

Investigating the connection between remote 

sensing and yield data is relevant, since there has not been 

much research in this area. Especially important research 

in this direction is due to significant environmental 

uncertainty, which complicates decision-making on 

management of sown areas. 

As a result of the analysis of scientific researches in 

the direction of establishing the relationship between 

yields and the results of calculating vegetation indices 

and other indicators of the growth rate of agricultural 
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plants, it has been found that most of them are performed 

either on local sites, taking into account a large number 

of controlled parameters, or in large plots of a significant 

degree of generalization, since some fragments of the 

image in this case is difficult to study in detail. It should 

be noted that many factors influence the growth of 

agricultural crops, including quality of soil, quality of 

management, ecological situation, etc. 

Prospective study objectives are: 

1. Establish the relationship between the values of 

vegetation indices, such as NDVI, and the yield of crops. 

Determine whether it is possible to estimate yields 

quantitatively and qualitatively on the basis of the NDVI 

index calculation. 

2. Describe the factors of influence on yield, in 

particular, the control factor, ecological factor, soil 

quality factor, etc. 

3. Estimate the possibility of using multispectral 

images for forecasting crop yields. 

4. To propose information technology for 

monitoring of crop yields based on the geographic 

information system. 

 ____________________________________________________________________________________________  

Referenсes 

1. Turn the tide on plastic. Our daily choices matter: 5 ways to reduce our reliance on plastic. Retrieved from: 

http://www.fao.org/home/en/ [in English] 

2. Mingxin, Huang, Vatskel, Vladimir. (2019) Digital image analysis technologies for decision support systems in 

agricultural. Management of development of complex systems, 37, 164 – 167. 

3. Kuchansky, A., Biloshchytskyi, A. (2015). Prediction of time series by selective comparison with the sample. Eastern-

European Journal of Enterprise Technologies, 6/4 (78), 13 – 18. 

4. Kuchansky, A., Nikolenko, V., Rachenko, A. (2015). A method for identifying trends in financial time series based on 

trend models of forecasting. Management of Development of Complex Systems, 24, 84 – 89. 

5. Kuchansky, A., Nikolenko, V. (2015). Pattern matching method for time-series forecasting. Management of Development 

of Complex Systems, 22 (1), 101 – 106. 

6. Kuchansky, A., Biloshchytskyi, A., Andrashko, Yu., Biloshchytska, S., Shabala, Ye., Myronov, O. (2018). Development of 

adaptive combined models for predicting time series based on similarity identification. Eastern-European Journal of Enterprise 

Technologies, 1/4 (91), 32 – 42. DOI: 10.15587/1729-4061.2018.121620. 

7. Biloshchytskyi, A.A. (2012). Vector method of goal-setting projects in design-vector space. Management of development 

of complex systems, 11, 110 – 114. 

8. Berzlev, A. (2013). Methods of pre-forecasting fractal time series analysis. Management of development of complex 

systems, 16, 76 – 81. 

9. Berzlev, A. (2013). The current state of information systems of time series forecasting. Management of development of 

complex systems, 13, 78 – 82. 

10. Petitjean, F., Inglada, J., Gançarski, P. (2012). Satellite image time series analysis under time warping. IEEE Trans. 

Geosci. Remote Sens, 50 (8), 3081 – 3095. 

11. Eerens, H., Haesen, D., Rembold, F., Urbano, F., Tote, C., Bydekerke, L. (2014). Image time series processing for 

agriculture monitoring. Environmental Modelling and Software, 53, 154 – 162.  

12. Drone data collection and analytics for agriculture. Quantify plant and soil health, improve productivity and maximize 

field output. Retrieved from: https://www.precisionhawk.com/agriculture [in English] 

13. Kolesnikova, E.V. (2013). Modeling poorly structured project management systems. Bul. Odes. Polytechnic. University, 

3(42), 127 – 131. 

14. Oganov, A.V. & Gogunsky, V.D. (2013). Use the Theory of Constrains in PMO implementation at the organization.GESJ: 

Computer Science and Telecommunications, 4(40), 59 – 65.  

15. Rach, V., Rossoshanskaya, O., Medvedeva, O. (2010). Status and Trends in the Development of the Trend Project 

Management Methodology. Management of the development of complex systems, 3, 118 – 122. 

16. Morozov, V., Kalnichenko, O. & Liubyma, I. (2017). Managing projects configuration in development distributed 

information systems. 2nd IEEE International Conference on Advances Information and Communication, P.154–157. doi: 

10.1109/aiact.2017.8020088 

17. Kuchansky, A., Biloshchytskyi, A., Andrashko, Yu., Vatskel, V., Biloshchytska, S., Danchenko, O., Vatskel, I. (2018). 

Combined models for forecasting the air pollution level in infocommunication systems for the environment state monitoring. 2018 

IEEE 4th International Symposium on Wireless Systems within the International Conferences on Intelligent Data Acquisition and 

Advanced Computing Systems (IDAACS-SWS). Lviv, 2018. P. 125–130. DOI: 10.1109/IDAACS-SWS.2018.8525608 

18. Babu, A.J., Thirumalaivasan, D., Venugopal, K. (2006). STAO: a component architecture for raster and time series 

modeling. Environ. Model. Softw., 21 (5), 653 – 664. 

19. Rasinmäki, J. (2003). Modelling spatio-temporal environmental data. Environ. Model. Softw., 18 (10), 877 – 886. 

20. MATLAB per l’intelligenza artificiale. Progettare modelli e sistemi guidati dall'AI. Retrieved from: 

http://www.mathworks.it/ [in English]. 

21. The R Project for Statistical Computing. Retrieved from: http: //www.r-project [in English]. 

22. GRASS GIS Bringing advanced geospatial technologies to the world. Retrieved from: http://grass.osgeo.org/ [in English]. 

23. Clark Labs. TerrSet Software Features. Retrieved from: http://clarklabs.org/ [in English]. 

24. Harris Geospatial Solutions. Retrieved from: http://www.exelisvis.com/ [in English]. 

25. Rouse, J.W., Haas, R.H., Schell, J.A., Deering, D.W., Harlan, J.C. (1974). Monitoring the Vernal Advancements and 

Retro Gradation of Natural Vegetation. Greenbelt, MD, USA, 371. 



Технологія управління розвитком 

167 

26. MARS-OP predicts worldwide crop yields. Retrieved from: http://www.marsop.info/marsop3/ [in English] 

27. USGS FEWS NET Data Portal. Retrieved from: http://earlywarning.usgs.gov/fews/ [in English] 

28. Becker-Reshef, I., Justice, C., Sullivan, M., Vermote, E., Tucker, C., Anyamba, A., Small, J., Pak, E., Masuoka, E., 

Schmaltz, J., Hansen, M., Pittman, K., Birkett, C., Williams, D., Reynolds, C., Doorn, B. (2010). Monitoring global croplands with 

coarse resolution earth observations: the Global Agriculture Monitoring (GLAM) Project. Remote Sens., 2 (6), 1589-1609. 

29. United States Department of Agriculture Foreign Agricultural Service. Retrieved from: 

http://www.pecad.fas.usda.gov/cropexplorer/ [in English] 

30. Díaz, L., Bröring, A., McInerney, D., Libertá, G., Foerster, T. (2013). Publishing sensor observations into Geospatial 

Information Infrastructures: a use case in fire danger assessment. Environ. Model. Softw., 48 (10), 65-80. 

31. Dubois, G., Schulz, M., Skøien, J., Bastin, L., Peedell, S. (2013). eHabitat, a multipurpose Web Processing Service for 

ecological modeling. Environ. Model. Softw., 41 (3), 123 – 133. 

32. Blower, J.D., Gemmell, A.L., Griffiths, G.H., Haines, K., Santokhee, A., Yang, X. (2013). A Web Map Service 

implementation for the visualization of multidimensional gridded environmental data. Environ. Model. Softw., 47 (9), 218-224. 

33. Jönsson, P., Eklundh, L. (2004). TIMESAT e a program for analysing time-series of satellite sensor data. Comput. Geosci, 

30, 833 – 845. 

34. Climate Hazards Group. Retrieved from: http://chg.geog.ucsb.edu/ [in English] 

35. AgrometShell (AMS) Software for crop yield forecasting initiated by the Food and Agriculture Organization of the United 

Nations. Retrieved from: http: // www.hoefsloot.com/agrometshell.htm [in English] 

36. Posudin, Yu.І. (2003). Methods for measuring environmental parameters: Textbook. World, 288. 

37. Reed, B.C., White, M., Brown, J.F. (2003). Remote sensing phenology. Phenology: an Integrative Environmental Science, 

39, 365 – 381. 

38. White, M.A., Nemani, R.R. (2006). Real-time monitoring and short-term forecasting of land surface phenology. Remote 

Sensing of Environment, 104(1), 43 – 49. 

39. Verbesselt, J., Hyndman, R., Newnham, G., Culvenor, D. (2010). Detecting trend and seasonal changes in satellite image 

time series. Remote Sensing of Environment, 114(1), 106 – 115. 

40. Verbesselt, J., Hyndman, R., Zeileis, A., Culvenor, D. (2010). Phenological Change Detection while Accounting for 

Abrupt and Gradual Trends in Satellite Image Time Series. Remote Sensing of Environment, 114(12), 2970 – 2980. 

41. Loeffler, C., Ligtenberg, A. and Moschytz, G. (1989). Practical Fast 1-D DCT Algorithms with 11 Multiplications. Proc. 

Int’l. Conf. on Acoustics, Speech, and Signal Processing (ICASSP '89), 988 – 991. 

42. Huete, A., Didan, K., Miura, T., Rodriguez, E.P., Gao, X. & Ferreira, L.G. (2002). Overview of the radiometric and 

biophysical performance of the MODIS vegetation indices. Remote Sensing of Environment, 83, 195 – 213. 

43. Fulton, J.P., Sobolik, C.J., Shearer, S.A., Higgins, S.F., Burks, T.F. (2009). GrainYield Monitor Flow Sensor For 

Accuracy For Simulated Varying Field Slopes, Applied in Engineering in Agriculture, 25 (1), 15 – 21. 

44. Atherton, B.C., Morgan, M.T., Shearer, S.A., Stombaugh, T.S., Ward, A.D. (1999). Site-Specific Farming: A Perspective 

on Information Needs, Benefits and Limitations. Soil and Water Conservation Society, 54 (Second Quarter), 455 – 461. 

Стаття надійшла до редколегії 11.03.2019 

______________________________________________________________________________________________________  

Мінсінь Хуан 

Аспірант кафедри інформаційних систем та технологій, orcid.org/0000-0002-2365-9815 

Київський національний університет імені Тараса Шевченка, Київ 

ОГЛЯД ЗАСОБІВ МОНІТОРИНГУ ТА ПРОГНОЗУВАННЯ ВРОЖАЙНОСТІ 

Анотація. Створено теоретичну основу дослідження для вирішення задачі створення інформаційної технології 

моніторингу врожайності сільськогосподарських культур на основі аналізу мультиспектральних зображень, отриманих 

шляхом дистанційного зондування. Створена на основі цієї технології геоінформаційна система повинна моніторити та 

прогнозувати врожайність аналізуючи супутникові часові ряди зображень для виявлення кількісних та якісних показників 

врожайності, можливих захворювань рослин тощо. Описана в роботі задача є актуальною в умовах екологічної 

невизначеності. Виявлено, що через продовольчу кризу, наслідком якої є постійне зростання вартості продовольчих 

товарів, сільське господарство все більше функціонує в умовах невизначеності та ризику, що потребує застосування 

спеціальних методів дослідження. 

 

Ключові слова: геоінформаційні технології; сільське господарство; моніторинг врожайності 
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