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[na pa3BuTUS permoHOB BTOPOro KracTtepa Takke He-
obxoauma MHBECTULMOHHAs cTpaTerns, HO C y4eToM cre-
undrKM 3TUX pernoHos. B cBsAsu ¢ Tem, 4yto obnactu, no-
nasliMe BO BTOPOW KnacTep, TPaAUUMOHHO OTNMYaloTCs
BbICOKUM TOBapoOB0OpPOTOM PO3HUYHOM M ONTOBOW TOProOB-
nn (B YactHocTu, Xapbkosckas, Opgecckas u JlbBoBcCkas
obnacTu), a Takke B CBA3WN C TEM, YTO BO MHOTMX U3 3TUX
obrnacTtei HaxoOATCs KPYNHble TPAHCMOPTHbIE y3nbl, Npu-
OpuUTETOM pasBUTMSA STUX PErMoHOB sBnseTcs cdepa
ycnyr. OcobeHHOCTb 3TOW rpynnbl 3aKkno4aeTcs B BO3MO-
)KHOCTM MOJHATBECA K NEPBOMY KnacTepy, Tak U B BEpoAT-
HOCTU CMyCTUTbCA K TpeTbemy. ITn obnactu MmeroT no-
BbILLUEHHbI  YPOBEHb CouManbHO-AEMOrpacmnyeckoro 1
(h1HaAHCOBOroO PUCKOB.

PervioHbl TpeTbero knacrepa, Hanpumep, Takue, kak APK
n VBaHo-®paHkoBckass obnactb HecyT B cebe 6GonbLuon
noTeHuman no passuTUIO pekpeaLmoHHo cdpepbl. B cesAsn ¢
3TUM, B perMoHax TpeTbero Krnactepa credyet yaenatb
6onblUoe BHMMaHWe pasBUTUIO TypuaMa W OpYrux BUOOB
AesTenbHOCTU Mo okasaHwio ycnyr. Kpome Toro, cnegyet
obpaTTb BHUMaHWE Ha HU3KWUIA YPOBEHb MPOMbILLIIEHHOIO
pa3BuTUA Takmx obnactewn, kak BuHHuUKkas, Hukonaesckas n
Yepkacckas, 4to TpebyeT ocyLeCTBNEeHNS BHYTPEHHUX WUH-
BECTULMIA 1 NpuUBNeYeHns 3apybexHbIX MHBECTOPOB B pas-
BUTWE NPeanpUHMMAaTENbCTBA B 3TUX PErMOHaX.

YpoBeHb coLmanbHO-3KOHOMUYECKOTO Pas3BUTUST Pervo-
HOB YeTBEpTOro Krnactepa SABMSETCA AOCTaTOMHO HU3KUM.
Bonee ToOro, TpagMUMOHHO 3TW PErMOHBLI CuYMTaloTCs "peuu-
nueHTamn", TOo ecTb NOTPebnswT Oonblue OMKETHBIX
CpeAcTB, YeM HanpasnsoT ux B GogxkeT. Cloga BOLWMM Kak
arpapHo-nHgycTpuansHble BonbiHckasi, 3akapnatckas, Po-
BeHckasi, TepHononbckas n YepHoBuukas obractu, Tak 1
Cymckas, XepcoHckas, XXutommpckasi, YepHurosckas, Ku-
posorpagckas obnactu u r. Cesactononb, obnagatowme
Hanbornee M3HOLLUEHHOW HenpoAyKTVBHON MPOU3BOACTBEH-
HoW 6a3oi. XMenbHuLKylo 06nacTe MHOTME 3KCnepTbl OLie-
HMBAIOT Kak 0b6nacTb C yMepPeHHbIM MOTEHLManoM U BbICO-
KUMKW pUCKaMK, CPEAn KOTOPbIX — 3KOHOMUYECKUN, OUHAH-
COBbI U coumansHo-Aemorpaduydeckuin. Meponpuatus no
UX COKPALLEHMIO, a TakKe YBENUYEHNO AONW yCnyr B CTPYK-
Type 3KOHOMVKM MO3BONUT Yry4ylIMTb €e nokasareny. 3Ha-
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YWT, OCHOBHOW 3aja4el AN PerMoHoB YETBEPTOrO KrnacTtepa
SIBMAETCA NOBbILLEHNE 3PPEKTUBHOCTU (PYHKLMOHMPOBaHNS
UX NpeanpuaTUin U NPUBIEYEHNE OOMNONHUTENbHBIX MHBEC-
TULMI 3a c4EeT COOCTBEHHbIX PECYPCOB.

Takum obpa3oM, BbINOMHEHHAsA KnacTepu3auus pervo-
HOB YKpavHbl B 3aBUCUMOCTY OT nokasaTenen couunanbHo-
3KOHOMMWYECKOrO PasBUTUS U BHELUHEIKOHOMUYECKOW Aesi-
TENbHOCTM CBUAOETENLCTBYET O CYLLUECTBEHHON UX andde-
peHumauuun. bonee Bbicoku ypoBeHb BO[l cnocobectByeT
MOBBILLIEHNIO COLL@NbHO-3KOHOMUYECKOro pa3BUTUS perno-
Ha. OTo cBMAOETENLCTBYET O HEOOXoaUMOCTU hopMMpOBa-
HUs AnddepeHUMpPOBaHHbIX NPOrpaMM Pas3BUTKS BHELLIHE-
9KOHOMUWYECKON OEATENbHOCTU, YYUTLIBAOLLMX OCOOEHHO-
CTM OTAENbHbIX PErMOHOB. A MOCKOMbKY HaUMOHanbHas
9KOHOMMKA SIBMSETCA 4acCTbi0 AMHAMUYHOW CUCTEMbI MU-
POBOro X035MUCTBA, TO YEM aKTMBHEE CTpaHa BKIKOYaETCH B
CUCTEMY MMPOXO3ANCTBEHHBIX CBA3EW, TEM TOYHEE BbIBE-
peH ee KypC B3avMOLEWNCTBUSI C OCTallbHbIM MWPOM, TEM
BbllLe BnarococTosHue obLLecTBa 1 ero rpaxaaH.
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NEW DIRECTIONS OF BUSINESS STATISTICS IN FINANCE AND AUDITING

The classical approach in applications of business statistics offers a various statistical techniques for solving economic and
managerial problems. A typical handbook in business statistics contains regular presentation of statistical techniques, starting
from descriptive statistics through regression analysis, probability theory, statistical inference to time series analysis. This type
of presentation is not useful for users, because on the first place put statistical methods, but not problems which could be solved
using statistical methods. The proper approach is first to define a real economic or managerial problem and then, look for an
appropriate statistical techniques. Problem oriented approach is presented in this paper.

As the first example, a real problem in auditing is presented. On which principle an auditor can decide that considered
financial statement gives a true and far view on financial situation and results of economic activity of investigated firm. A useful
tools for answering the question are tests of controls and significant tests in auditing. All this methods based on statistical
approach, but not a classical one. The specificity of these methods are presented in the paper.

As the second example an important economic problem of bankruptcy prediction has been presented. The knowledge about
risk of firm collapsing is very important for owners, managerial staff, employees, banks and other market institutions. The basic
methods for firms bankruptcy prediction are: multivariate discriminante analysis models, Logit models and neural networks
models. A history of mentioned above methods is presented.

Keywords: business statistics, statistical methods in auditing, statistical tests in auditing, bankruptcy prediction models.

1. Classical approach to business statistics
Traditionally understood course of business statistics

statistical methods are universal with possible applications
in areas of natural sciences, social sciences, economics

contains a regular course of statistics with applications to
the analysis of business and managerial problems. In this
sense business statistics differs from, let's say medical
statistics, only in area of application. Statistical methods
are the same but areas of application are different. In fact,

and business, psychology, humanities. In consequence,
classical approach in applications of business statistics
offers a various statistical techniques for solving economic
and managerial problems.
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A typical handbook of business statistics in English (see
for example: [2], 5] or [15]) contains the following chapters:
Introduction to statistics (What is statistics, Data and
statistics), Charts and graphs, Descriptive statistics,
Introduction to probability, Discrete distributions, Continuous
distributions, Sampling and sampling distributions,
Introduction to statistical inference, Interval estimation,
Hypothesis testing, Analysis of variance and design of
experiments, Analysis of categorical data, Nonparametric
statistics, Regression analysis, Index numbers, Time series
analysis. These chapters collect a general descriptive
statistics and statistical inference methods. The only specific
chapter in each handbook, oriented toward business and
economics is: Statistical Quality Control.

A popular handbook in statistics for economists and
managers in Polish [26] also contains traditional sequence
starting from essence and subject of statistics through
descriptive structural analysis, interdependence analysis,
dynamic analysis, to probability theory, random variables
and their theoretical distributions, estimation theory and
hypothesis testing theory.

A similar structure for statistical methods presentation we
can find in many handbooks in various languages. For
example a handbook in Slovakian [20] has a similar structure:
principle of statistics, description of one-dimensional statistical
population, principles of probability theory, principles of
statistical inference, statistical investigation of dependence,
time series, statistical comparisons.

In all mentioned above handbooks of business statistics
a sequence of statistical methods depends on logical
presentation the theory of statistics, probability theory and
statistical inference theory. This is methodologically
oriented approach to business statistics. This type of
presentation is not useful for users, because on the first
place put statistical methods, but not problems which could
be solved using statistical methods. This is the first, among
many other reasons, that statistical methods are not
enough frequently used as a tool for business and
management analysis. We, statisticians look like salesmen,
who want to sell statistical methods, but we are not sure if
they will be useful for buyers.

The proper approach is first to define a real economic
or managerial problem and then, look for an appropriate
statistical techniques for solving the problem. This is
problem oriented approach in statistical investigations. It
ought to be preferred, when we want propagate statistical
methods in business analyses.

A new, contemporary important directions of business
statistics, are applications of business statistics methods in
auditing and bankruptcy prediction. These. problem
oriented approaches, are presented in the paper.

2. Statistical inference methods in auditing
Probability theory and sampling methods are useful

interrelationships. Sampling means selecting transactions
to examine rather than examining all transactions that
occurred during the period or all accounts with balances at
year end. Testing means that auditors do not exhaust
every effort to determine that a balance is correct. Instead
they gather and evaluate evidence to serve as a
reasonable basis for an opinion. Examining the
relationships between data means performation a
reasonably detailed study of a document or record to obtain
the opinion about correctness of audited transaction [13].

In probabilistic approach an auditor have to assume the
type of distribution models in auditing. Statistical inference
methods in auditing are based on assumption of a certain
distribution of errors or deviations in the population of
transactions or all components of an account balance. The
common assumption is, that it is binomial distribution
model for appearance of a single error, Poisson's
distribution for a certain number of deviations in
investigated population or normal distribution model for a
quantitative measures of errors or incorrectness. That
means that all methods of estimations and hypothesis'
testing are based on models of binomial, Poisson's or
normal distributions [11].

Statistical sampling is a sampling technique in which an
auditor uses the laws of probability to select and evaluate a
sample. When using statistical sampling, auditors must
select a random sample, which means every item in the
population must have an equal chance of being included in
the sample. Using audit sampling methods an auditor must
take into account an audit risk. This is the risk that an auditor
may unknowingly fail to appropriately modify an opinion on
financial statements that are materially misstated.

Estimation methods are used both as a point estimates
and interval estimates for estimation of proportion of errors
or deviations to the whole sampled transactions i.e.
estimate the probability of appearance of various kinds of
errors or irregularities. Auditors also estimate mean value
and standard deviation of differences between observed
and correct values of transactions, applying point estimate
and interval estimate methods.

Statistical hypothesis testing in auditing are important
tools of auditors. That kinds of procedures are used to
determine whether the hypothesis is a reasonable
statement and should not be rejected or is unreasonable
statement and should be rejected. In rejection or
acceptation of null hypothesis an auditor is under a risk of
incorrect decision. We can define problems of auditing in
terms of statistical testing theory, what allows an
application of probability theory procedures and statistical
inference methods. Then we can use results to manage a
certain risk. Simplifying, we can put the null hypothesis
that statistically verified financial statement "is good"
against the alternative hypothesis, that the statement "is
bad". We can make mistakes, which are classically illus-

tools in auditing. Gathering audit evidence typically trated as in table 1.
involves sampling, testing and examining data
Table 1. Types of errors in testing of statistical hypotheses
Null hypothesis
Researcher H is true H is false
0 0
Accepts H Correct decision Type |l error (risk of B type)
0
Rejects H Type | error (risk of a type) Correct decision
0

The peculiarity of statistical tests application in auditing
is, that more important is risk of acceptation of "bad"
statistical statement (risk p type), related to the
effectiveness of audit procedure, than rejection of "good"

financial statement (risk of a type). This is the reason that
classical significance tests, based on assumed significance
level (o), are usually not applicable in auditing. In
confirmation of financial statement is more important the
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possibility of assignment a priori the level type Il error (risk
of B type). Each significance test can be transformed to the
form, in which we can a priori assume the level of B [11].
There is the problem how to define the null hypothesis Hog
and the alternative hypothesis H; in concrete audit
procedures. There are two groups of audit tests: tests of
controls and substantive tests, which define the null and
the alternative hypotheses in different ways.

Tests of controls are audit procedures performed to
determine whether an internal control system is existing
and operating in the firm. They are tools for testing the
effectiveness of a control structure policy [13]. Auditor
identifies specific control procedures relevant to individual
assertions that are likely to prevent or detect material
misstatements in those assertions. Then the auditor
performs tests of those control procedures to evaluate their
effectiveness. There are three popular procedures of tests
of controls: attribute sampling, sequential attribute
sampling and discovery sampling. The idea and
probabilistic foundations of test of controls were presented
for example at [21] and they are not subjects of this paper.

Substantive tests are those in which the feature of audit
interest is the amount of monetary misstatement that would
affect the financial statements being audited, including
those due error and fraud. By definition, therefore
substantive tests are concerned with reaching conclusions
about whether financial amounts are materially correct.

There are two possible approaches to substantive tests
[11]. One of them is Probability Proportional to Size
sampling (PPS) method. The second one is a group of
classical variables sampling techniques, which contains
mean per unit estimation (MPU), difference estimation and
ratio estimation method. The most popular in practice is
probability proportional to size sampling method, which is a
sampling technique auditor use to estimate the maximum
amount of overstatement of recorded amount with
measurable levels of risk of making a decision error. PPS
sampling method gets its name from the fact that the
probability of a physical item's being selected for inclusion
in the sample is equal to its size in proportion to the size of
the whole population.

The third area of statistical inference methods
application is analytical review [11]. Analytical review
procedures is the set of procedures that compares
relationships  between data to determine the
reasonableness of recorded amounts. The basic statistical
tool which is used in this area, that is regression model.

3. Statistical methods for bankruptcy prediction

The issue of bankruptcy prediction is usually
discussed from different points of view, demonstrated by
the following entities:

— company management, which constitutes the basis
for economic decisions,

— the bank — in the lending decision process,

— the auditors — in the process of auditing financial
statements,

— the investor and financial analyst — in the process of
making investment decisions on the capital market,

— government institutions and economic organizations —
which assess the economy's condition.

Statistical model for bankruptcy prediction is a useful
tool for assessing the likelihood of the company's failure.
Such a model is part of the early warning system for
predicting the company's economic and financial standing.
Most of bankruptcy prediction procedures and models may
be viewed as broadly understood data -classification

methods. The typical classification of bankruptcy prediction
models [22] is as follows:

univariate ratio models,

multiple discriminant analysis,

linear probability models,

multivariate conditional probability models (Logit and
Probit),

recursive partitioning models,

survival analysis (proportional hazard model),

expert systems,

mathematical programming,

neural networks,

genetic algorithms.

The basic methods for bankruptcy prediction is ratio
analysis, understood as conventional ratio analysis (liquidity,
solvency, profitability, leverage, debt) or as Beaver's
univariate ratio model [3], in which is concluded that the cash
flow to debt ratio was the best single ratio predictor. An
alternative to that is construction of synthetic variable.

The most popular tool for bankruptcy is multivariate
discriminant analysis. The first in the world, who applied
Fisher's linear discriminant function as a tool for bankruptcy
prediction was E. Altman [1]. After political changes at
1989 in Poland and Balcerowicz's economic reform at 1990
towards market economy, bankruptcy appears as a serious
problem in the country. So, also in Poland linear
discriminant models have been constructed and estimated.
The first discriminant model was published by Maczynska
[16]. The main followers were [8, 9, 10, 12].

The second place according the frequency of
applications, as a tool of bankruptcy prediction, take Logit
and Probit models. The first in the world, who used Logit
model for bankruptcy prediction was Ohlson [19]. The first
who proposed Probit model as a tool for bankruptcy
prediction (X-score) was Zmijewski [27]. In Poland, the first
who applied Logit model for bankruptcy prediction of Polish
firms were Stepien and Strgk [24]. The most
comprehensive works on bankruptcy prediction, using
binomial Logit models are presented in [6, 7 or 25].

Neural networks as a tool for bankruptcy prediction
were used since nineties of the last century. One of the
first publications were [4 and 18]. First proposals of
neural networks applications for bankruptcy prediction of
Polish firms were contained in [17]. Later and more
complex published works on theory and applicationof
neural networks are presented at [14 and 23]. The logistic
form of activation function and back propagation error
algorithm have been used in this works.

Three arises a problem which method ought to be
chosen for bankruptcy prediction. It leads to efficiency
investigation of bankruptcy prediction models. The
comparative analysis does not lead to any clear-cut
conclusions as to the effectiveness of the particular
bankruptcy prediction models [22]. Some authors are in
favour of neural networks; they claim that they are more
flexible and demonstrate the highest potential for correct
classifications. However, there is enough evidence to claim
that the classical linear discriminant function may be more
effective than complex neural networks. In closing, it may be
stated that the correctness of bankruptcy predictions is not
dependent on the type of a prediction model. The level of
correctness may be raised by the inclusion of the external
factors which affect the company's financial standing. The
most important among them is a current stage of business
cycle. Prediction models presented above do not consider
possibly significant impact of business cycle.

Since it is hardly possible to determine the most
appropriate  models for predicting bankruptcy, two
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fundamental questions should be posed: (1) what is the
reliability of bankruptcy prediction for a specific company?
In a statistical sense, an answer to this question is offered
by the prediction error. However, does it comply with the
classical methods for defining and calculating the average
prediction error? This leads to another question: (2) what is
the nature of errors committed in the process of predicting
the corporate failure?

In this context, the sources of errors in the bankruptcy
prediction process should be investigated. One of them is
the value-related character of financial ratios. Of course,
national and international accounting standards are
available, but the measurement of financial values is still
far from being unified. Such problems occur both at the
national and international level. For example, the annual
reports published by listed companies are either only non-
consolidated or both non-consolidated and consolidated. In
the latter case, consolidated reports are usually available
for shorter periods of time than the non-consolidated ones.
Additionally, reports comply with different accounting
standards. Some of the annual reports of listed companies
refer to the Act on accounting, the others comply with IAS
or Polish accounting standards. The accuracy of measuring
financial ratios as variables classifying bankrupts and non-
bankrupts is limited.

Another possible source of errors is a method for
selecting samples. In the classical approach population
samples are randomised, and because the populations of
companies are not very large, selection would require
independent random samples. In practice, the investigated
populations are not based on random samples. Information
on insolvent companies is based on all the failures filed by
court registers in a given period of time, so the analysis
covers the entire population, not specific samples. The
events of failures are matched with well performing
companies with similar parameters on the basis of non-
randomised methods. Therefore, this is not the case of
randomised selection in the classical sense, and
consequently, sampling errors. The tested classification error
does not result from the application of random samples.

Errors in bankruptcy prediction are often caused by the
cases of so called strategic bankruptcy. The management
boards or owners of well-performing companies may
intentionally drive their companies into bankruptcy after
protecting their assets in tax havens. None of bankruptcy
prediction models considers the case of management
boards intentionally driving their companies into bankruptcy.

Other errors may be caused by the instability of the
investigated populations. The populations of bankrupts and
well-performing companies in the periods of economic
boom are not identical with the same populations at the
time of the economic crisis. Therefore, the prediction error
may result from the fact that the model is based on the
data from the period of the economic boom, while the
prediction itself is developed for the company in recession.
It should be considered, then, whether the inclusion of
business cycle factors into prediction models raises their
prediction ability.

The above considerations lead to the conclusion that
the bankruptcy prediction process should not solely rely on
the historical financial ratios. Changes to the company's
economic environment have a significant impact on its
current financial standing and its ability to operate as a
going concern. The correctness of bankruptcy predictions
heavily relies on the company's rapidly changing business
environment. Business cycle factors should also be
included in the bankruptcy prediction process.
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