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EXCHANGE RATE VOLATILITY: AN EMPIRICAL STUDY FOR STATE OF KUWAIT

As an oil exporting nation Kuwait suffers from the well-known issue called the Resource Curse given the high reliance on oil
revenues for economic growth and development. Traditionally research on small open economies such as Kuwait focus on
versions of the Solow /Harrod/Domar growth models which are predominantly closed models which focus on exogenous growth
issues such as saving ratios and the Solow Residual. For an open economy without core problems on capital accumulation, such
as Kuwait, it is interesting to disentangle exchange rate volatility issues from key open economy fundamentals such as GDP
growth, trade openness, inward foreign investment and exchange rate issues.

The purpose of this study is to empirically examine the impact of gross domestic product, trade openness and foreign direct
investment on the exchange rate volatility of Kuwait. We have used several advanced statistical tools to better estimate different
kinds of relationships. Results show that all factors are significant in determining exchange rate volatility.
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Introduction. Exchange rate volatility is of particular
importance to those countries which are small and conduct
large amounts of trade [4]. This is particularly relevant to
Kuwait. Exchange rate movements have important
implications for a firm's profitability and stock market
valuations. Prasad A. [26] sets out three main ways in
which exchange rate movements can affect firm value:
namely; translation, transaction and competitive effects. He
concludes that together these effects can be substantial for
small economies with specialized trade flows. The
significance for Kuwait, in this way, is clear. Indeed,
Dominguez [14] argues that the elimination of exchange
rate risk for European firms was one of the central
motivations behind the Euro. Evidence of significant
exposure to exchange rate volatility is reinforced by Bodnar G.
[6] who found significant exchange rate exposure for 28%
of all industries in the UK, Canada and Japan. Other
studies, such as Amihud Y. [2], found a lag in the
relationship between a firm's value and the exchange rate
change. Amihud (ibid) argues that the complex relationship
between firms and the exchange rates means that it took
time for all of the implications of exchange rate movements
to be analysed. In particular, Bartov E. conjectured that the
lagged market response to changes in exchange rates are
normal so that large bubbles can be expected when trade
is highly open in all trade data.

After the downfall of the Bretton Woods arrangement,
several academic and empirical studies have analyzed the
association between exchange rate volatility and other
macroeconomic factors. The impact of exchange rate
variations can impact the overall economic system in the
country. Uncertainty in exchange rates can be a significant
barrier to trade, investment and in total economic activity
among countries as a devaluation of a local currency may
affect the overall income — absorption of the economy.

The motivation behind this study is to empirically
investigate the impact of trade openness, foreign direct
investment and gross domestic product impact on exchange
rate variation. Based on the reviewed theories this study
stands unique in terms of its econometric model and the
econometric tools that we used during this research. It is of
utmost importance to check how the economy of Kuwait is
responds to exchange rate fluctuation with its possible
income impacts on the economy.

Many papers have conducted studies to investigate the
factors affecting exchange rate volatility and have used
different methodologies to reach an answer. Using panel
techniques, Holland M. et al [17] have shown for Brazil a
more (less) volatile exchange rate has significant negative
(positive) impact on economic growth. For Sudan, Ebaidalla

E. [16] used GARCH to show that the volatility of the
exchange rate has a positive impact on current account
balance. For Nigeria, a simple OLS indicated that interest
rate and rate of inflation have negative impact on economic
growth but not significant [1]. In the GCC, a VECM revealed
that the exchange rate volatility significant positively effects
investments and other macroeconomic factors in GCC. [13].
Finally, Kuznobu H. and Fukonari K. [19] have also used
VECM to show that intra-East Asian trade is discouraged by
exchange rate volatility more seriously than trade in other
regions. This could be because intermediate goods trade in
production networks, which is quite sensitive to exchange
rate volatility compared with other types of trade, occupies a
significant fraction of trade

The objective of this study is to review the impact of
GDP, TO and FDI on exchange rate of Kuwait.

Methodology. The volume of trade and the Balance of
Payments is a vital macroeconomic fundamental that is
heavily influenced by the prevailing exchange rate [11].
The effect is larger for small, highly open economies which
are affected proportionally more by changes in international
trade flows [4]. Once again, the Kuwaiti trade pattern falls
into this category and is evident in the times series.

McKenzie M. [21] conducted a thorough empirical and
theoretical study of the relationship between trade and ex-
change rate volatility but with mixed results such that no
solid conclusions on the relationship could be determined.
Moreover Phillips P.C. [25] argues that not all previous
studies deal with non-stationary integrated variables satis-
factorily, leading to spurious regressions.

Despite no clear, consistent relationship between ex-
change rates and trade at the international level there has
been some success in studies of bilateral trade: Doyle E.
[15] analysed the effects of exchange rate volatility on Irish
exports to the UK between 1979 and 1992, finding that it
was a significant determinant for 35% of the Irish-UK trade.
Similar conclusions have been drawn in a number of stud-
ies investigating bilateral trade between developing coun-
tries: Brada J. [7], Cabarello R. [9] and Arize A. et al. [3]
found exchange rate volatility to be significant in explaining
trade flows and Balance of Payments issues in developing
countries, indicating the importance of exchange rate re-
gimes for developing countries. A reason for the signifi-
cance of exchange rate volatility on trade is the narrow
range of export goods from developing economies.

In econometric data analysis, it is essential that non-
stationary variables are treated differently from stationary
ones. Brooks C. [8] defines a series to be strictly stationary
if "the distribution of its values remains the same as time
progresses, implying that the probability that falls within a
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particular interval is the same now as at any time in the
past or the future.”

Early studies by Yule G. [27] discovered that the regres-
sion of a non-stationary time series on another may produce
a spurious regression, meaning it is imperative to test the
time series for stationarity before commencing econometric
testing. The predominant test of stationarity is the unit root
test, pioneered by Dickey D. and Fuller W. [12].

The methodology uses times series analyses based
around unit root tests and co-integration techniques which
seek establish long run relationships between key variables
which directly link to economic theory. Essentially these
techniques seek to avoid creating spurious regressions
based on unrelated variables. Moreover, the analysis goes
on to develop a short run VECM for short run elasticities
which reveal consistently viable results. The approach here
follows the literature and achieves similar findings for
Kuwait as discussed above. The positive income/ price
elasticity effects noticed for East Asia trade is revealed in
this study too. The fundamental drivers of exchange
volatility are linked to the core fundamentals in ways
predicted bythe pure theory of exchange rate
determination. We have used several econometric tools to
empirically investigate the impact of GDP, TO and FDI on

exchange rate volatility of Kuwait. Study has used annual
data from 1980 to 2015 obtained from World Development
Indicators of World Bank. Based on existing literature we
have used descriptive analysis to check the normality of
data, augmented ADF for unit roots, Johansen co-
integration used for long run relationship and VECM for
short run relationship.

ER = Bo + BiGDP + B,TO + PsFDI

where; ER = Exchange rate GDP =
product TO = Trade openness FDI =
investment.

Results. The present study has used several statistical
tools to analyze all possible linkage between exchange
rate volatility and the other explanatory variables. To get
optimal outcome from the data we have used normality
testing followed by the augmented Dickey-Fuller unit root
test. To identify any long run relationships, we have used
the Johansen co-integration technique and used the vector
error correction model (VECM) to test for short run
relationships and the significance of the data.

Table 1 shows the results of the standard unit root test
(*significant at 5%). It clearly illustrates that, with the exception
of TO, the majority of the variables are stationary at level.

Gross domestic
Foreign direct

Table 1. Results of the Unit root test

Variables Null Hypothesis Level 1(0) First Difference I(1)
ER Stationa -2,877635 -5,472231*
ry (0,0582) (0,0001)
) -0,371763 -5,318762*
GDP Stationary (0,9033) (0,0001)
. -3,549038* -7,556895*
TO Stationary (0.0123) (0.0000)
. -2,194831 -7,043599*
FDI Stationary (0,2116) (0,0000)

Looking at the long run, table 2 shows the results of the Johansen co-integration test. used for long run relationships

and VECM for the short run relationship.

Table 2. Results of the Johansen Cointegration test

Johansen Cointegration Test
Hypothesis No of CE (s) Trace Statistics Critical Value P-Value
None 51,765* 47,856 0,02
At Most 1 25,345 29,797 0,149
At Most 2 8,779 15,497 0,386
At Most 3 0,061 3,841 0,803

There is one co-integration equation in the model and a long run relationship exists.
Looking at the short run, table 3 shows the results VECM and it can be seen that all variables are significant.

Table 3. Results

of the VECM

Long Run Variables Coefficients t-values
GDP -0,018 -2,04
TO 2,28E-01 5,292
FD 3,90E-12 5,196

Conclusion. The objective of this study is to empirically
examine the impact of Gross domestic product, Trade
openness and Foreign Direct Investment on the exchange
rate of Kuwait.

Several different empirical methods have been adopted
in previous studies investigating volatility in exchange rate
models. Many, including Meese R. [22, 23, 24] and Mark N.
[20], used co-integration tests which had some strengths,
especially since the Johansen (1992) paper improved the
econometric methodology. However, this investigation de-
veloped a vector autoregressive model and included key
variables like trade openness, foreign direct investment
and GDP. This has not been developed for Kuwait before.

An Augmented Dickey-Fuller [12] (ADF) unit root tests
were run to examine stationarity in the time-series sam-
ple. The first differences of the variables were taken to
ensure that the variables are stationary. This investigation
also conducted sub- tests using the model specified to
isolate certain events. which could cause biased results.
By isolating key periods of time, the investigation hopes
to gain greater insight into the performance of the ex-
change rate model and the determinants of movements in
Kuwait dinar exchange rate.

The ADF was then used, and the results showed that
all variables under study are integrated at order one except
for Trade Openness. The Johansen co-integration tech-
nigue was used to examine long run relationships and it
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shows that such a relationship exists. We have used the
Vector Error Correction Model that produced significant
results for all variables. Keeping in view all the results ob-
tained, we can conclude that all factors are crucial to ex-
plain exchange fluctuation. However, our results indicate
that Trade Openness is the most important variable that
effect exchange rate at any stage. This is evident in the co
integration of the vector which gives the pseudo elasticity
for Gross domestic product, Trade openness and Foreign
Direct Investment. The results show that if Kuwait in-
creased. trade openness and attracted more foreign direct
investment, exchange rate volatility would increase. The
pure theory of exchange rate determination is in evidence
in these results and could inform future policy initia-
tives. Policy makers are recommended to review FDI and
TO as separate impact factors on the exchange rate and
revisit the Kuwait policy stance. Future researchers could
also consider other relevant factors like the current account
balance in empirical studies.

As a small open economy Kuwait is subject to sudden
changes in world prices of its exports. Long term this can
cause serious terms of trade effects where the real
exchange rate is dramatically affected. So paradoxically
although exchange rate volatility is explained with the
traditional pure theory paradigm, slight changes in the TO
and FDI variables can cause asymmetrical effects with
potentially large swings in the exchange rate. The VECM
indicates this potential paradox and underlines that
exchange rate issues in small open economies can have
a huge impact on Balance of Payments positions even
among oil exporters.
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HECTABIIbHICTb OBMIHHOI'O KYPCY:
EMMNIPMYHE AOCNIAXEHHA OEPXXABU KYBEUTY

Sk kpaiHa, wo ekcriopmye Hagpmy, Kyeelim cmpaxdae ei0 eidomMoi npobnemu, sika Mae Ha3ey "nNpoknssmms pecypcie”, 3 02190y Ha 8UCOKY 3a-
nexHicmb ei0 Ha0xo0dXeHb 8i0 Haghmu Onsi eKOHOMi4HO20 3pocmaHHs ma po3eumky. TpaduyiliHe docnidXeHHs1 HeeenuKux 8i0KpUMuUX eKOHOMIK,
makux sik Kyeelim, 3ocepedxeHo Ha eepcii Modeneli pocmy Solow /Harrod/ Domar, siki € nepesaxHo 3akpumumu ModesisiMu, 30cepedXeHuUMu Ha
nuUMaHHsIX eK302eHHO20 3POCMmaHHs, Makux siKk koegpiyieHm ekoHomii ma 3anuwku Cosnoy. [ns eiOkpumoi ekoHoMiku 6e3 ceplio3HUX npobrem
Hakonu4eHHs1 Kanimany, makux sik Kyeelim, yikaso po3e'szamu npob6nemu eonamusibHOcmMi 06MiHHO20 KypCy 3 KJIF0HO8UX OCHO8 8i0KpUMOi eKo-
HOMiKu, makux sik 3pocmanHsi BBI1, eiokpumicmb mopezieni, eHympiwHi iHozeMHi ineecmuyii ma npo6semu o6MiHHO20 KypcCy.

Memoro ybo20 docnidxeHHs1 € eMripu4yHe 8UBYEHHS 8M/1UBY 8as108020 8HYyMPiWHbLO20 MPodykmy, 8iokpumocmi mopeiesni ma npsiMux iHo3em-
Hux iHeecmuuyili Ha Hecmab6inbHicmb eanmtomHozo Kypcy Kyeelimy. [ins kpawoi oyiHku pi3Hux eudie eiOHOCUH 8UKOPUCMAHO Kinbka nepedosux
cmamucmu4HuUx iHcmpymeHmis. Pe3ynbmamu noka3syroms, W0 6ci YUHHUKU € 3HaYHUMU MpuU 8Uu3Ha4YeHHi onnamusibHOcmi 06MiHHO20 Kypcy.

Knrouoei cnoea: kypc o6MiHy, eonamunbHicms, BBI1, eidkpumicmb mopzieni.
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HECTABUJIbHOCTb OBMEHHOIO KYPCA: 5
SMIMUPUYECKOE UCCIEOOBAHUA TOCYOAPCTBA KYBEUT

Kak cmpaHa, komopasi akcnopmupyem Hegpmb, Kyeelim cmpadaem om u3eecmHol npobrembi, komopasi Ha3bieaemcsi "Npoknsimue pecyp-
coe", ydqumsbleasi 8bICOKYIO 3a8UCUMOCMb oM rnocmynseHuli om Hegpbmu 511 IKOHOMUYECKO20 pocma u pa3eumusi. TpaOuyuoHHo uccredoeaHusi
HebosIbWUX OMKPbIMbIX 3KOHOMUK, makux kak Kyeeiim, cocpedomoyeHbl Ha eepcuu modeseli pocma Solow /Harrod/ Domar, komopsble siensiromcsi
npeumMyuw,ecCmeeHHoO 3aKpbimbIMU MOOEISIMU, cOCPedOMOYEHHbIMU Ha 80MpPocax 3K302eHHO20 POCma, makux Kak KoaghghuyueHm 3KOHOMUU U
ocmamku Conoy. [ns omkpbimoli 3KOHOMUKU 6e3 cepbe3Hbix NpobsieM HaKOMeHUsl kanumana, makux kak Kyeelim, uHmepecHo pewums npo-
61eMbl 80s1aMusIbHOCMU 06MEHHO20 Kypca U3 K/1H04e8biX OCHO8 OMKPbIMOU 3KOHOMUKU, makux Kak pocm BBI1, omkpbimocme mopzoesnu, e Hym-
PpeHHuUe uHocmpaHHble UHeecmuyuu u npobemMbl 06MeHHO20 Kypca.

Lenbto amozo uccnedosgaHus sie/isiemcsi SMIUpUYecKoe usyyeHue 8/1UsIHUSI 8a/108020 8HYmMpeHHe20 nMpodykKkma, omKpbLIMOCmMuU mop20esiu u
npsIMbIX UHOCMpPaHHbIX UHeecmuyuii Ha HecmabusibHOCMb eanmomHo20 Kypca Kyeelima. Ons ny4weli oyeHKu pa3iuyHbix eudoe omHoweHul
ucnosIb308aHO HECKOJILKO MepedoebiX cmamucmu4eckux UHCmMpyMeHmos. Pe3ynbmamel noka3sbigalom, Ymo ece ¢haKmopbl S8/sIoMmcsi 3Haqu-
menbHbIMU Npu onpedesieHUU 8oamubHOCMU 06MeHHO20 Kypca.

Knroyeenie cnoea: Kypc obmeHa, eonamunbHocms, BBI1, omkpbimocms mopzoenu.
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THE INFLUENCE OF ORDOLIBERALISM IN EUROPE

From the "sick man" of Europe, as it was called after the Second World War, Germany managed to become the greatest power
on the continent. This was due to hard austerity policies that perfectly suited a hard working and rigorous population. In this article |
want to analyze if ordoliberalism, the German form of social liberalism that led to the country's economic miracle in the 1950s, can
be the saving solution for a continent in crisis. For a more complete analysis, | studied the subject from an economical, historical,
political and social perspective. Following an extensive review of existing literature | have highlighted the doctrinal confrontation
between ordoliberalism and keynesianism, brought back in the spotlight by the European sovereign debt crisis.

The German economic elite embrace ordoliberal values, characterized by responsibility and strict monetary rules. In
response to the Eurozone crisis, they tried to spread the ordoliberal ideology across Europe. Focused on the supply side of the
economy, the followers of ordoliberalism strongly opposed the expansionary fiscal and monetary policy. The power held in
Europe allowed Germany to impose its own vision, centered on austerity and price stability. If ordoliberalism worked very well in
Germany after the Second World War, not the same happened in the case of the Eurozone's economy. The rigor and lack of
flexibility of German ordoliberalism have only further deepened the crisis and the economic problems of vulnerable countries.

Keywords: ordoliberalism; keynesianism; Eurozone; crisis.

Introduction. The history of ordoliberalism. The
theoretical foundations of ordoliberalism were set in the
1930s and 1940s by the Freiburg School and other thinkers
whose intellectual influence went beyond German space.
The most representative founders are Walter Eucken, Franz
Bohm, Alfred Muller-Armack, Wilhelm Ropke and Ludwig
Erhard. They outlined a conservative-liberal program as a
response to the political and economic turmoil generated by
the Weimar Republic and the Great Recession. In order to
ensure the good functioning of the liberal market economy,
the ordoliberals promoted a strong role for the state with
respect to the market. As markets are not a "natural"
phenomenon that works by itself, they need to be sustained
and supported by the state. Markets work efficiently only if
there is competition, but because competition is not
spontaneous, the state must ensure it through norms and
regulation. The two directions that ordoliberals focused on,
were: dissolving economic power groups and regulating the
economy without influencing the economic process.

Ordoliberalism opposed pure laissez-faire but not
liberal values. The aim of their efforts was to achieve an
economic and social reform program designed to
"reconcile the immense advantages of the free market
economy with the claims of social justice, stability,
dispersal of power, fairness and the conditions of life and
work which are proper to Man" [1, p. 45]. In other words,
the freedom of individuals is carried out in a stricter
legislative framework, but more concerned about social
issues. Laws must be clear, non-interchangeable, impartial,
and the state must ensure their compliance.

Ordoliberalism also opposed total interventionism
characterized by economic planning, nationalization, and
property erosion. The challenge was to find a middle
path, that is, the state's optimal level of intervention,
without the risk of too much intervention opening the way
to collectivism or too little intervention to prove ineffective.
Wilhelm Ropke divides state interventions into
"compatible and incompatible... those that are in harmony
with an economic structure based on the market, and
those which are not". [2, p. 160] In his opinion, market-
compatible interventions are those that do not intervene
in the price formation mechanism, all the others will entail
the need for new regulations and, in the end, the market
will be taken over by the state.

Focused on the supply side of the economy,
ordoliberals believed that output and employment are
determined mainly by supply factors. They strongly
opposed the expansionary fiscal and monetary policy in
case of crisis, believing that the state's role is to maintain
price stability. The fear of Germans over rising prices is
justified by the hyperinflation experienced in 1929-1933. In
1914 the dollar was worth 4.20 marks but it reached 4.2
trilion marks in 1923 [3]. This hyperinflation almost
destroyed Germany's economy and some say it created
the right conditions for the rise of Adolf Hitler

For ordoliberals a good state is a strong state. The primary
role of the state is to correct the imperfections of the economy
from a social and moral perspective through a set of laws
designed to ensure the order of the free market. lts
responsibility is to create a framework of rules which provide
the order that markets need to function freely and efficiently.

© Popa C., 2018



