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ENEKTPO®I3UYHI BIIACTUBOCTI 4HK | AHK: AU MONEKYNAPHUX KIACTEPIB HA CAMN®IPI

TMokpummsi OHK, AHK: Au, sik knacmepu 3 2esniegux po34uHie MOXymb eUsIeISIMU Ma2HimHy U esleKmpuYHy akmueHicms y 6ioceHcopHili cucmemi ma
susisumu ¢hyHKUioHanbHi enacmueocmi Onsi MiKkpoxeusiboeol mexHiku. [ocnidxenHs 6yno 3ocepedxeHo Ha aHanisi ix BAX ma cnekmpie memodamu
po3mni3HasaHHs1 i MPO2HO3yeaHHS1 UUX MOJIEKyNsIPHUX e3aemMo0ili Ha OCHO8i IX MepeuHHOi CMPyKmMypu ma 63aEMO038's3Ky 3 i3uKo-xiMidyHUMU
enacmuesocmsaMmu. Pe3ynbmamu rnoka3sanu, wjo Ui MoseKynsipHi wapu knacmepie Ha nidknadkax Al,O; Moxymb npoeodumu enekmpuyHuli cmpym i
peacysamu Ha nomyHicme HBY.

Knroyoei cnoea: JHK, UV-VIS-NIR cnekmpu, moykoee Gxepesio HU3bKO eHep2emuYHUX eJIeKmpoHie, 80sibm-aMnepHa xapakmepucmuka.
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3NEKTPO®U3UYECKUE CBOUCTBA JHK U JHK: AU MOJNEKYNAPHbIX KTACTEPOB HA CAM®UPE.

Mokpbimue AHK , QHK:Au, kak Knacmepbl ¢ 2eflueebix pacmeopoe Mo2ym NposiesisiMmb Ma2HUMHYHO U 35IEKMPUYECKYH0 aKInmueHOCMb 8 6UOCEHCOPHOU
cucmeme u (pyHKUUOHaNbHble ceolicmea Onisi MUKPO8OoJIHo80l mexHuku. MccrnedoeaHue 6bi1o cocpedomoyveHo Ha aHanuse ux BAX u crnekmpoe
Memodamu pacrio3HasaHUusl U Mpo2HO3uposaHuUsi amux e3aumodelicmeull Ha OCHO8e UX NepeuYHOl CMPYKMYypbI U 83aUMOCESI3U C (hU3UKO - XUMUYECKUMU
ceolicmeamu. Pesynbmambl rnokasasnu, Ymo 3mu MOJIEKYJIsiPHble c/iou Kiacmepoe Ha nodnoxke Al,O; mocym npoeodumb 3rieKmpuyeckuli mok u
peazupogamb Ha MowHocmb CBY.

Knroyeenie crnoea: JHK, UV-VIS-NIR cnekmpbl, moYe4YHblIli UCMOYHUK HU3KO 3Hep2emuYyecKux 3/1eKmpOoHO8, 80/IbM-aMIepHasi Xxapakmepucmuka.
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INFLUENCE OF RECOVERY MODEL PARAMETERS ON SYNCHRONIZATION
IN NEURAL CORTICAL STRUCTURE DURING DESCENDING INFORMATION TRANSFER

Neurons interaction in networks with complex dynamics was investigated, the synchronization phenomenon for descending
information process in cortical column was considered. The synchronization coefficient dependency on different variations of Izhikevich
model parameters is depicted on corresponding plots. Visual study of network synchronization is performed by means of raster plots.
Synchronization coefficients on different layers of cortical column were compared. Proved that time-scale parameter of membrane
potential recovery variable has the weakest influence on network synchronization.

Keywords: synchronization coefficient, Izhikevich model, cortical network, descending information process.

Problem statement. Last years studies of brain neuron
networks and principles of information presentation and
transformation in the brain are of great interest. Today
number of tools and resources for neurophysiological
experiments allows us to get more information about
functioning of different brain neuron networks. One of the
main directions in this science brunch is development of
physical and mathematical neuron models that describe
basic functional possibilities of neurons and convenient for
theoretical researches. Such models are very popular in
neurons researching to solve one of the main
neurophysiological and biophysical problems:
determination how information flows in the network is
related to network's topology.

Analysis of recent researches and publications.
Active researches of brain's structural organization
summarized that the main principle of brain's organizing is
the modularized structure and partial information
processing. [8] Neocortex is responsible for thinking,

speaking and other processes of nervous system and has
the most representative modularized organization.
Aggregation of cells and links in the cortex into horizontal
layers may lead to the conclusion that main interactions in
the brain take place in the horizontal planes. But in the
1930-s Spanish scientist Rafael Lorente de No [7, 6] first
supposed that cortical processes are local and take place
in the vertical columns. Lorente de No assumed that
neurons in such structures are associated into closed
networks with ring topology. It must be mentioned that till
nowadays scientists have no consensus about cortical
column's form (cylinder, cone, line, ensemble, "barrel" and
others) [9, 10]. Nevertheless comparison of results from
different functional researches shows the existence of
vertical neuron groups. Hebb [4] hypothesized that neurons
ensemble is organized as 3d network consisted of
elements with different functional states. Synaptic currents
in such network amplify each other by synchronous
occurrences. Since the beginning of 60 years this point of
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view gets demonstrative confirmation. In 1957 Mountcasle
noticed that somato-sensory cat's cortex is organized into
"elementary functional units" — vertically oriented cell
columns. Any column has 110 neurons [8], and this
number doesn't dependent on the species e.g. cat, rat,
human etc. Columns are considered as the neocortex's
evolutionary unit and there are many thoughts about their
structural and functional transformations.

Exact structure of the neuron cortex module and
coupling parameters are unknown. Analysis of network
dynamics [2] can be held for different column structures
and topologies. Simulation results can be compared with
neurophysiological experiments data to obtain additional
knowledge about network topology. Now dynamical
research is devoted to neurons synchronization [8].
Synchronization is a central mechanism of neural
informational processes that connects different parts of
brain. Experimental results show that the synchronous
neuron's activity is responsible for visual recognition of
whole subject and for information transformation. On the
other side the synchronization presence is a reason of
pathology and plays an important role in such neural
diseases as epilepsy.

Paper goal. This work is devoted to synchronization
researching in Izhikevich's neuron network, especially to
dependency of synchronization coefficient on variation of
neural states in cortical column.

Materials and methods. We considered neural
networks consisted of 110 neural elements with different
regimes: regular spikes, chaotic spikes, regular and chaotic
bursting, etc. All investigated structures are six-layer
homogeneous networks similar to cortical columns.
Microscopic observations prove that density and form of
cells vary from the top to the deep in the cortex. Such
differences correspond to horizontal layers. The upper layer,
which is called the first, has little cells and consists mainly of
axons. In our work there are 9 neurons at the first layer. The
second and the third layers are the similar, and each of them
has 11 neurons. The fourth layer has 15 neurons, the fifth —
17. The sixth layer is the deepest and strongly differs from
others; it has a big amount of neurons, in our case it consists
of 47 neurons. (fig. 7). Each neuron is connected with each
neuron from its own layer and from the next layer. Layers in
column are connected by axons and synapses.
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Fig. 1. The hierarchical structure
of investigated cortical column

A very interesting question arises: how such little
cortical parts may send and get information from the top to
the deep in the cortex and what is happen with neural
dynamics in such case?

We are interested in the dependence of the
synchronization phenomenon on different variation of
Izhikevich model parameters. [5]. It is two-compartment

model that contains an additional requirement for cell
membrane discharge:

%%:004v2+5v+140—u+/,95:

a(bv —u),
Ve u«—u+d,ifv>=30myV,
where v and u are the dimensionless membrane potential
and membrane potential recovery variables respectively; a,
b, ¢ and d — dimensionless parameters. The variable u
simulates the activation of ionic K* currents and the
deactivation of ionic Na* currents and provides negative
feedback to v. Variable / simulates external currents.
Various choices of the parameters result in various
intrinsic firing patterns, including those exhibited by the
known types of neocortical and thalamic neurons [3]. So in
this work we investigated the dependence of synchronization
coefficient from variation of neural regimes in cortical column.
Results and discussions. We considered the
descending information flow in neural structure. Information
goes from the top to deep in the cortical column and hasn't
a direct way (fig. 2). Descending connections start at the
sixth layer cells and reaches the first layer of the lower
cortical regions. The axon spreads to large distances in the
first layer. This layer has very few cells. Cells in the second
and fifth layers have dendrite couplings with the first layer.
Thus cells may be excited by reverse connections that go
from the first layer. Axons from the second and the third
layers provide synaptic currents to the fifth layer. Thus we
can say that the information path from the top to the deep
is complex. Information may be divided into different
directions. This distribution occurs in the first layer. The
reverse information flow coupling begins from the cells of
the sixth layer in upper hierarchical region, and then it
comes to the first layer of the lower cortical regions. Some
cells of the second, third and fifth layers in the lower
hierarchical regions are excited. Thus cells of the sixth
layer are also excited and then the information goes to
lower and lower hierarchical columns.

higher column

cortical column

lower column

Fig. 2. The descending information flow

As we know from [5] — the parameter a describes the
time scale of the recovery variable u. Smaller values result
in slower recovery. A typical value is a=0.02. For the
descending information flow dependence of
synchronization coefficient changes on changes of
parameter a for the whole cortical column (fig. 3) and for
each layer separately (fig. 4) was investigated.

From fig. 3 we can see that for descending information
flow the maximum value of synchronization coefficient
equals k=0.27 is reached at a=0.03. From fig. 4 we can see
that on the first layer of the structure the synchronization
coefficient is bigger than on other layers of cortical
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structure for all values of parameter a. The reason of this
phenomenon is that the first layer is the input layer that
gets an applied synaptic current which flows from upper
cortical regions. For parameter value a=0.03 the raster plot
for descending information flow in the cortical column
(fig. 5) was constructed. Neural dynamics looks like
intrinsically bursting (fig. 6).

03
T 025

K

£ 02

(]

S 015 .
=

2 041

©

N

= 0.005

e

S 0

‘% 0.001 0.005 0.009 0.01 0.2 0.03 0.04 0.05

Model's parameter a

Fig. 3. Dependence of synchronization coefficient
on parameter a
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Fig. 6. Neural dynamics for a=0.03

Then the synchronization coefficient changes
dependent on changes of parameter b for the whole
cortical column (fig. 7) was investigated. The diagram of
synchronization coefficient dependence on parameter b
was constructed (fig. 8) for different layers. From [5] the
parameter b describes the sensitivity of the recovery
variable u to the subthreshold fluctuations of the membrane
potential v. The large values of v and u lead to the large
possible subthreshold oscillations and low-threshold
spiking dynamics. A typical value is b=0.2.
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Fig. 7. Dependence of synchronization coefficient
on parameter b
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Fig. 8. Layer dependence of synchronization coefficient
on parameter b

From fig. 7 we can see that the synchronization
coefficient changes very fluently (~10%) while parameter b
varying. The maximum value of the synchronization
coefficient equals k=0.365 is achieved at b=0.7. From the
diagram (fig. 8), we can see that the the first input layer has
significantly  different dynamics of synchronization
coefficient changes compared to other layers. For b=0.7
the raster plot for descending information flow in the
cortical column (fig. 9) was constructed. Neural dynamics
looks like intrinsically bursting (fig. 10).
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40 We can conclude that the time-scale parameter of the
3 membrane potential recovery variable has the weakest

influence on synchronization in neocortex. Smaller values
result in slower recovery. To enhance synchronization
activity in neurons mention above the sensitivity of the

1 ||IIIHHIHI||H|IIIH||H||HH||||||||l

-10 t, ms recovery variable to the subthreshold fluctuations of the
'§g membrane potential should be increased. This fact may be
'40 useful for influence on epileptic activity.
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Conclusions. Neurons activity in the cortical column
model is changed from bursting to spiking activities when
considering from the first to the sixth layer. Researches of
synchronization coefficient dependency from changing
Izhykevich model' parameters showed:

= presence of parameters, for which the complex neural
network dynamics is possible;
= the synchronization coefficient reaches its maximum at:
e for a=0.03 — k=0.27;
e for b=0.7 — k=0.365;
= cortical column is less synchronized during changing of
parameter a: the synchronization coefficient k — 25-30%;
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BMNNuB BIOHOBJIOKOYUX MAPAMETPIB MOJENI HA MEPEXEBI CVIHXPOHI3ALI,IVIHI XAPAKTEPUCTUKKU
HU3XIAHOIO IHGOPMALIMHOIO NPOLIECY B HEMPOHHIN KOPTUKATNbHIA CTPYKTYPI

Y po6omi docnidxeHo xapakmep e3aeModii HelipoHie y Mepexax 3i cknadHOO OUHaMIKOI, PO32/ITHYmoO sieulje CUHXPOHI3ayii Ons Hu3xiGHoz2o
iHpopmayiliHo20 npouecy y KopmukasnbHili KOMOHYi. 3anexHicmb KoegpiyieHmie cuHXpPOHi3ayii eid eapitoeaHHs1 pi3HUX napamempie mModesii HelipoHa
bKkukesuya eidobpakeHo Ha eidnoeidHux zpadpikax. [ns eizyanbHOi oyiHKU cuHxpoHizayii nobydoeaHo pacmpu cnalikogoi akmueHocmi. [Tlo6ydosaHo
Oiazpamu Or1s1 nopieHsIHHSI KoegbiyieHMie CUHXPOHiI3ayil Ha KOXXHOMY 3 Wapie KOpMuKasbHOI KOsIoHKU. Moka3aHo, W0 Ha CUHXPOHI3ayito HaliMeHwuli ennue
Mae 3MiHa Yacoeozo rnapamempy 8iOHO8sIeHHS1 MeM6pPaHHO20 nomeHuiarny.

Knroyoei croea: koegpiyieHm cuHxpoHizauyii, Modesnb bkukesu4a, KopmukanbHa HelipoMepexxa, HU3XiOHul iHgpopmauyiliHul nomik.
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BINNAHUE BOCCTAHOBUTEIbHbIX MAPAMETPOB MOJEJN
HA CETEBbIE CUHXPOHU3ALUMOHHBLIE XAPAKTEPUCTUKN HNCXOOALWEIO MH®OPMALIMOHHOIO
NPOLIECCA B HEMPOHHOU KOPTUKAIIbHOU CTPYKTYPE

B pabome uccnedoeaH xapakmep e3aumodelicmeusi HelipoHO8 8 CemsiX CO C/IOKHOU OUHaMuKol, pPacCMOIMPEHO sie/leHUe CUHXPOHU3auyuu Onsi
Hucxodsiuwe2o UHGhopMayUOHHO20 MNPoyecca 8 KOPMUKaslbHOU KOJIOHKe. 3aeucUMOCmb KO3GghghuyueHImMoe CUHXPOHU3ayuu om 8apbUpo8aHUusi Pa3uYyHbIX
napamempoe modesiu HelipoHa MKukeeuya rokasaHa Ha coomeemcmeyrouwux epagukax. [ns eusyanbHOU OUEHKU CUHXPOHU3ayuU nocmpoeHb! pacmpb|
cnalikoeoli akmueHocmu. [TocmpoeHb! OuazpaMmbl Onsi CPagHEHUST KO3GhhUUUEHMO8 CUHXPOHU3aUUU Ha KaXOOM U3 CJI0€8 KOPMUKa/IbHOU KOMIOHKU.
IMoka3aHo, 4mo Ha CUHXPOHU3aUUHo F ibliee eflusiHue rnepemMeHHasi peMEHHO20 Napamempa 80CCmaHo8/IeHUs1 MeMbpaHHO20 rMomeHyuana.

Knroyeenle crioea: kKoaghgpuyueHm cuHxpoHu3ayuu, Modesib Mxukeeuyva, KopmukasnbHasi Helipocems, HUCX00sIUuUll UHhOPMaYUOHHbIL MOMOK.
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COMBUSTION REACTOR SIMULATION USING CELLULAR AUTOMATONS

Evolution process in a system of burning fuel in a limited reactor with high-level substance mixing is analyzed. Demonstrated that
the system tends toward decreasing total combustion front length and suppressing smaller dissipative structures by bigger ones. It is
shown that little temperature noise affects those structures similar to high diffusion. Also the relation between coefficients used in
theoretical model and stationary cluster formation is derived.

Key words: burning process, feedback, equilibrium state, dissipative structures, cellular automatons.

Introduction. Ordinary models describing the burning
process of a combustion agent use dynamic coordinate-
dependent fuel distribution. Such systems are developed
for solid or fluid fuels [1, 2] and assume using the inhibitor
method to achieve correct results [6].

Another option determining our current interest consists
in systems with high-level substance mixing where strong
feedback based on general fuel concentration is present.

The examples are high-movable gas jet burning and
glow discharge between two flat electrodes. Points of
interest in such system are conditions for occurrences of
one or another state and their time and parameters
variation stability.

In this paper we demonstrate typical solutions obtained
by rarely used cellular automatons method [4] and explain
why such method was chosen to solve the theoretical
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