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INFLUENCE OF RECOVERY MODEL PARAMETERS ON SYNCHRONIZATION  
IN NEURAL CORTICAL STRUCTURE DURING DESCENDING INFORMATION TRANSFER 

Neurons interaction in networks with complex dynamics was investigated, the synchronization phenomenon for descending 
information process in cortical column was considered. The synchronization coefficient dependency on different variations of Izhikevich 
model parameters is depicted on corresponding plots. Visual study of network synchronization is performed by means of raster plots. 
Synchronization coefficients on different layers of cortical column were compared. Proved that time-scale parameter of membrane 
potential recovery variable has the weakest influence on network synchronization. 
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Problem statement. Last years studies of brain neuron 
networks and principles of information presentation and 
transformation in the brain are of great interest. Today 
number of tools and resources for neurophysiological 
experiments allows us to get more information about 
functioning of different brain neuron networks. One of the 
main directions in this science brunch is development of 
physical and mathematical neuron models that describe 
basic functional possibilities of neurons and convenient for 
theoretical researches. Such models are very popular in 
neurons researching to solve one of the main 
neurophysiological and biophysical problems: 
determination how information flows in the network is 
related to network's topology. 

Analysis of recent researches and publications. 
Active researches of brain's structural organization 
summarized that the main principle of brain's organizing is 
the modularized structure and partial information 
processing. [8] Neocortex is responsible for thinking, 

speaking and other processes of nervous system and has 
the most representative modularized organization. 
Aggregation of cells and links in the cortex into horizontal 
layers may lead to the conclusion that main interactions in 
the brain take place in the horizontal planes. But in the 
1930-s Spanish scientist Rafael Lorente de No [7, 6] first 
supposed that cortical processes are local and take place 
in the vertical columns. Lorente de No assumed that 
neurons in such structures are associated into closed 
networks with ring topology. It must be mentioned that till 
nowadays scientists have no consensus about cortical 
column's form (cylinder, cone, line, ensemble, "barrel" and 
others) [9, 10]. Nevertheless comparison of results from 
different functional researches shows the existence of 
vertical neuron groups. Hebb [4] hypothesized that neurons 
ensemble is organized as 3d network consisted of 
elements with different functional states. Synaptic currents 
in such network amplify each other by synchronous 
occurrences. Since the beginning of 60 years this point of 
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view gets demonstrative confirmation. In 1957 Mountcasle 
noticed that somato-sensory cat's cortex is organized into 
"elementary functional units" – vertically oriented cell 
columns. Any column has 110 neurons [8], and this 
number doesn't dependent on the species e.g. cat, rat, 
human etc. Columns are considered as the neocortex's 
evolutionary unit and there are many thoughts about their 
structural and functional transformations. 

Exact structure of the neuron cortex module and 
coupling parameters are unknown. Analysis of network 
dynamics [2] can be held for different column structures 
and topologies. Simulation results can be compared with 
neurophysiological experiments data to obtain additional 
knowledge about network topology. Now dynamical 
research is devoted to neurons synchronization [8]. 
Synchronization is a central mechanism of neural 
informational processes that connects different parts of 
brain. Experimental results show that the synchronous 
neuron's activity is responsible for visual recognition of 
whole subject and for information transformation. On the 
other side the synchronization presence is a reason of 
pathology and plays an important role in such neural 
diseases as epilepsy. 

Paper goal. This work is devoted to synchronization 
researching in Izhikevich's neuron network, especially to 
dependency of synchronization coefficient on variation of 
neural states in cortical column. 

Materials and methods. We considered neural 
networks consisted of 110 neural elements with different 
regimes: regular spikes, chaotic spikes, regular and chaotic 
bursting, etc. All investigated structures are six-layer 
homogeneous networks similar to cortical columns. 
Microscopic observations prove that density and form of 
cells vary from the top to the deep in the cortex. Such 
differences correspond to horizontal layers. The upper layer, 
which is called the first, has little cells and consists mainly of 
axons. In our work there are 9 neurons at the first layer. The 
second and the third layers are the similar, and each of them 
has 11 neurons. The fourth layer has 15 neurons, the fifth – 
17. The sixth layer is the deepest and strongly differs from 
others; it has a big amount of neurons, in our case it consists 
of 47 neurons. (fig. 1). Each neuron is connected with each 
neuron from its own layer and from the next layer. Layers in 
column are connected by axons and synapses. 
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Fig. 1. The hierarchical structure  
of investigated cortical column 

 
A very interesting question arises: how such little 

cortical parts may send and get information from the top to 
the deep in the cortex and what is happen with neural 
dynamics in such case? 

We are interested in the dependence of the 
synchronization phenomenon on different variation of 
Izhikevich model parameters. [5]. It is two-compartment 

model that contains an additional requirement for cell 
membrane discharge: 

20.04 5 140dv v v u I
dt

� � � � � , ( ),du a bv u
dt

� �  

,v c u u d� � � , if v>=30 mV, 
where v and u are the dimensionless membrane potential 
and membrane potential recovery variables respectively; a, 
b, c and d – dimensionless parameters. The variable u 
simulates the activation of ionic K+ currents and the 
deactivation of ionic Na+ currents and provides negative 
feedback to v. Variable I simulates external currents. 

Various choices of the parameters result in various 
intrinsic firing patterns, including those exhibited by the 
known types of neocortical and thalamic neurons [3]. So in 
this work we investigated the dependence of synchronization 
coefficient from variation of neural regimes in cortical column. 

Results and discussions. We considered the 
descending information flow in neural structure. Information 
goes from the top to deep in the cortical column and hasn't 
a direct way (fig. 2). Descending connections start at the 
sixth layer cells and reaches the first layer of the lower 
cortical regions. The axon spreads to large distances in the 
first layer. This layer has very few cells. Cells in the second 
and fifth layers have dendrite couplings with the first layer. 
Thus cells may be excited by reverse connections that go 
from the first layer. Axons from the second and the third 
layers provide synaptic currents to the fifth layer. Thus we 
can say that the information path from the top to the deep 
is complex. Information may be divided into different 
directions. This distribution occurs in the first layer. The 
reverse information flow coupling begins from the cells of 
the sixth layer in upper hierarchical region, and then it 
comes to the first layer of the lower cortical regions. Some 
cells of the second, third and fifth layers in the lower 
hierarchical regions are excited. Thus cells of the sixth 
layer are also excited and then the information goes to 
lower and lower hierarchical columns. 
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Fig. 2. The descending information flow 

 
As we know from [5] – the parameter a describes the 

time scale of the recovery variable u. Smaller values result 
in slower recovery. A typical value is a=0.02. For the 
descending information flow dependence of 
synchronization coefficient changes on changes of 
parameter � for the whole cortical column (fig. 3) and for 
each layer separately (fig. 4) was investigated. 

From fig. 3 we can see that for descending information 
flow the maximum value of synchronization coefficient 
equals k=0.27 is reached at �=0.03. From fig. 4 we can see 
that on the first layer of the structure the synchronization 
coefficient is bigger than on other layers of cortical 
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structure for all values of parameter �. The reason of this 
phenomenon is that the first layer is the input layer that 
gets an applied synaptic current which flows from upper 
cortical regions. For parameter value �=0.03 the raster plot 
for descending information flow in the cortical column 
(fig. 5) was constructed. Neural dynamics looks like 
intrinsically bursting (fig. 6). 
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Fig. 3. Dependence of synchronization coefficient  

on parameter � 
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Fig. 4. Layer dependence of synchronization coefficient  

on parameter � 
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Fig. 5. The raster plot for �=0.03 
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Fig. 6. Neural dynamics for �=0.03 

Then the synchronization coefficient changes 
dependent on changes of parameter b for the whole 
cortical column (fig. 7) was investigated. The diagram of 
synchronization coefficient dependence on parameter b 
was constructed (fig. 8) for different layers. From [5] the 
parameter b describes the sensitivity of the recovery 
variable u to the subthreshold fluctuations of the membrane 
potential v. The large values of v and u lead to the large 
possible subthreshold oscillations and low-threshold 
spiking dynamics. A typical value is b=0.2. 
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Fig. 7. Dependence of synchronization coefficient  

on parameter b 
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Fig. 8. Layer dependence of synchronization coefficient  

on parameter b 
 
From fig. 7 we can see that the synchronization 

coefficient changes very fluently (~10%) while parameter b 
varying. The maximum value of the synchronization 
coefficient equals k=0.365 is achieved at b=0.7. From the 
diagram (fig. 8), we can see that the the first input layer has 
significantly different dynamics of synchronization 
coefficient changes compared to other layers. For b=0.7 
the raster plot for descending information flow in the 
cortical column (fig. 9) was constructed. Neural dynamics 
looks like intrinsically bursting (fig. 10). 
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Fig. 9. The raster plot for b=0.7 
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Fig. 10. Neural dynamics for b=0.7 

 
Conclusions. Neurons activity in the cortical column 

model is changed from bursting to spiking activities when 
considering from the first to the sixth layer. Researches of 
synchronization coefficient dependency from changing 
Izhykevich model' parameters showed: 

� presence of parameters, for which the complex neural 
network dynamics is possible; 

� the synchronization coefficient reaches its maximum at: 
� for a=0.03 � k=0.27; 
� for b=0.7 � k=0.365; 

� cortical column is less synchronized during changing of 
parameter a: the synchronization coefficient k – 25�30%; 

We can conclude that the time-scale parameter of the 
membrane potential recovery variable has the weakest 
influence on synchronization in neocortex. Smaller values 
result in slower recovery. To enhance synchronization 
activity in neurons mention above the sensitivity of the 
recovery variable to the subthreshold fluctuations of the 
membrane potential should be increased. This fact may be 
useful for influence on epileptic activity. 
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COMBUSTION REACTOR SIMULATION USING CELLULAR AUTOMATONS 

Evolution process in a system of burning fuel in a limited reactor with high-level substance mixing is analyzed. Demonstrated that 
the system tends toward decreasing total combustion front length and suppressing smaller dissipative structures by bigger ones. It is 
shown that little temperature noise affects those structures similar to high diffusion. Also the relation between coefficients used in 
theoretical model and stationary cluster formation is derived. 

Key words: burning process, feedback, equilibrium state, dissipative structures, cellular automatons. 
 

Introduction. Ordinary models describing the burning 
process of a combustion agent use dynamic coordinate-
dependent fuel distribution. Such systems are developed 
for solid or fluid fuels [1, 2] and assume using the inhibitor 
method to achieve correct results [6]. 

Another option determining our current interest consists 
in systems with high-level substance mixing where strong 
feedback based on general fuel concentration is present. 

The examples are high-movable gas jet burning and 
glow discharge between two flat electrodes. Points of 
interest in such system are conditions for occurrences of 
one or another state and their time and parameters 
variation stability. 

In this paper we demonstrate typical solutions obtained 
by rarely used cellular automatons method [4] and explain 
why such method was chosen to solve the theoretical 

© Kolomoets D., 2013


