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DIGITAL PROCESSING OF MEDICAL IMAGE WITH MAPLE 

 
Typical medical images are most often in gray scale and their matrices of pixel intensities are convenient for digital processing. Recent 

versions of popular computer mathematics system Maple have special program packages for this aim. We are going to illustrate the 
possibilities of these packages by example of usual medical image. Our case study presents the discrete dyadic wavelet analysis (DWT), 
block thresholding of detail coefficients and evaluations of quality for reconstructed image. We investigated in addition the dependences of 
quality parameters on the digital filters used within DWT procedure. 

Keywords: medical image, discrete wavelet analysis, dyadic decomposition, block thresholding, factors of image quality, image 
compression 
 

Introduction. Digital processing is important for many 
applications that involve huge data storage, transmission 
and retrieval such as for multimedia, documents, 
videoconferencing, and medical imaging. Uncompressed 
images require considerable storage capacity. The 
objective of image compression technique is to reduce 
redundancy of the image data in order to be able to store 
or transmit data in an efficient form. This results in the 
reduction of file size and allows more images to be stored 
in a given amount of disk or memory space [1]. 

Medical image compression may be based on wavelet 
decomposition. It can produce notably better medical 
image results compared to the compression results that are 
generated by Fourier transform based methods such as the 
discrete cosine transform (DCT) used by JPEG [6]. 

The aim of this paper is to illustrate how discrete dyadic 
wavelet analysis (DWT) and block thresholding may be 
applied in medical image compression to reduce the 
volume of data. 

Experimental. If we consider the quadratic image with 
sizes mN N 2� � , we can get at least 2m 2log N�  
consecutive Wavelet-Transformations (so called the scale 
levels). In practice, usually from two to six scale levels are 
enough for useful analysis [3]. We were starting with image 
size N 224�  and m 2� (see Fig. 1). 

a                                                    b 
 

 
Fig. 1. A medical image before (A) and  

after processing (B) 
 

Two-dimensional wavelet transform can be represented 
as a composition of one-dimensional wavelet 
decompositions in rows and columns of the matrix image. 

Image after single-level wavelets transformation in rows 
and columns is divided into four frequency blocks with 
different interpretation (Fig. 2) [5]: 

1. LL-blok is top left block of approximation coefficients, 
which were filtered out in the analysis (decomposition) with 
two low-pass filters. The block contains a copy of the 
primary image with half resolution. 
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2. HL/LH blocks, bottom left and top right blocks, 

contain the detail coefficients, which were filtered by a low 
pass filter and a high pass filter. Block LH contains vertical 
edges, while the block HL – horizontal edges of the image. 

3. HH-block, lower left. It contains detail coefficients 
twice filtered by high pass filters. We can interpret this 
block as an area which contains the edges of the original 
image in the diagonal direction. 

A large number of wavelet detail coefficients will be 
small in absolute value (module) after decomposition since 
the neighboring pixels of images have mostly similar 
intensity values. As a result, the only part of the wavelet 
coefficients, especially those that are located in the so-
called block LL of upper scale, chiefly represents the 
energy of image. 

 

     
a                                             b 

 LL   HL 

 LH   HH 

    HL 

   HH    LH 

   HL(2) 

 LH(2)    HH(2) 

 LL(2) 

 
 

Fig. 2. Frequency blocks of wavelet coefficients  
for different numbers of levels of decomposition:  

A – single-level wavelet decomposition of the image; 
B – two-level (dyadic) wavelet decomposition  

 
The following expression determines the image energy  

� �
2N 1 N 1

r,c
r 0 c 0

E x
� �

� �
� � �                               (1) 

here r,c0 x 1� �  is intensity of a pixel.  
The usefulness of the DWT is the large number of zero 

(or close to zero) wavelet coefficients in the matrix of 
decomposition. Most of small wavelet-coefficients may be 
neglected by shrinking (replaced by zeros). Such a 
procedure is known as thresholding [3]. This last may deal 
either with every wavelet coefficient or with blocks of them. 
We used here the second kind of this procedure. If we are 
going to neglect all wavelet coefficients of so-called LH, HL 
and HH sub-matrices of decomposition matrix then the 
percent of these increases with the scale levels as [7]: 

2m

1N(m) 100 (1 )
2

� 	 �                          (2) 

The percentage of negligible coefficients increases with 
the number of scale levels as it is evident from Figure 2. 

Table 1 shows that for dyadic decomposition ( m 2� ) it 
gives 93.75 % of zeros in decomposition matrix.  

 
Table  1  

 

Maximum percentage of zeros for thresholding  
of the matrix of wavelet coefficients depending  

on the number of the scale levels 
 

the number of the 
scale levels (m) 1 2 3 4 5 

percentage of zeros 
for thresholding (%) 75 93.75 98.44 99.61 99.90

 
Thus, only few percent of wavelet coefficients were in 

use for reconstruction of image (see Fig. 1B). 

Figure 3 shows the intensity distribution of pixels on 
frequency blocks of wavelet coefficients for the two-level 
decomposition.  

 

 HH 

 HL 

 LH 

 LH 

  HL 

  HH 

 
 

Fig. 3. Two-level refined from 93%  
of small detail coefficients image 

 
Thus, there are only less then 7 % of non-zero wavelet 

coefficients, so the restored image will be significantly 
compressed. Such a radical reduction of information can 
be very useful in many cases, under condition that it is not 
accompanied by significant losses in image quality. 

The evaluation of reconstructed image quality is 
possible with well-known factors: root of mean square error 
(rmse), peak signal to noise ratio (PSNR), entropy, 
coefficients of correlation between original and 
reconstructed images [2].  

The root mean square error (rmse) measures the 
amount of change per pixel due to the processing. The 
rmse between a reference image and the compressed 
image is given by 

rmse mse�                                  (3) 
Where mse  is the mean square error  

2
i, j i, j(r s )

mse
wh
��

�                             (4) 

Here r,s  are the reconstructed and source images, i, j  
range over all pixels, and w,h  are the width and height [2, 8].  

PSNR is most commonly used to measure the quality 
of reconstruction of compressed image. PSNR is usually 
expressed in terms of the logarithmic decibel scale. 

2

10
peakPSNR 10log
mse


 �
� � 


� �
                     (5) 

Where mse  is the mean square error and peak  is the 
maximal intensity of a pixel in the image [2, 8]. For our 
evaluations peak 1� . 

Entropy H is a scalar value representing the entropy of 
grayscale image. Entropy is a statistical measure of 
randomness that can be used to characterize the texture of 
the input image.  

The entropy of image is equal to 

2
1

log
M

i i
i

H p p
�

� �                                 (6) 

Here M is number of equal intervals between boundary 
intensities 0 and 1 (normally M 256� ). 

Coefficients of correlation characterize correlation of 
pixels of original and reconstructed images [2]. 
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The Table 2 presents these factors and their 
dependences on the length of digital filters of Symlet 
wavelet family. The Symlet wavelet family is one of the set 
of orthogonal wavelets offered by Maple. Symlets are also 
known as the Daubechies least asymmetric wavelets. Their 
construction is very similar to the Daubechies wavelets. 
The Symlet wavelet of size 2n  has n  vanishing moments. 

 
Table  2 

 

Factors of image quality vs. length of digital filters 
 

Filter 
length 2 4 6 8 10 12 

rmse 0.060 0.050 0.046 0.045 0.045 0.044 
PSNR (dB) 24.45 26.07 26.66 26.90 26.91 27.05 
Entropy (bit) 5.921 6.218 6.288 6.256 6.290 6.276 
Correlation 0.981 0.987 0.989 0.989 0.989 0.990 

Note: Entropy of original image is equal to 6.425877 
 
Digital filters, more correctly the bank of digital filters 

(low-pass and high-pass), are main thing as for real DWT of 
image. You can know nothing about graphics of wavelet or 
its properties but you are able to make a DWT if you have a 
digital filter bank [7]. One can see that quality factors shown 
in Tabl. 2 are better for lengthier digital filters, nonetheless 
this gain is quite moderate. There should be found a 
compromise between the quality factors (longer filters) and 
the duration of computing (shorter filters). 

One more problem is the optimal choice of wavelet 
family for decomposition. The Tabl.3 presents the 
collection of quality factors for different orthogonal wavelets 
with equal lengths ( n 12� ) of digital filters. 

 
Table  3 

 

Factors of image quality for different orthogonal wavelets 
 

Wavelet 
families Daubechies, 12 Coiflet, 12 Symlet, 12 

rmse 0.045274 0.044845 0.044407 
PSNR (dB) 26.882917 26.965637 27.05098 
Entropy (bit) 6.334132 6.256444 6.276446 
Correlation 0.989195 0.989403 0.989611 
 
Now the reader can independently estimate the results 

of the switch from one family of orthogonal wavelets to 
another. This effect does not look extremely strong, from 
our point of view.  

For processing images besides orthogonal wavelets 
are also widely used biorthogonal wavelets. The 
biorthogonal wavelets introduced by Cohen, Daubechies, 
and Feauveau contain in particular compactly supported 
biorthogonal spline wavelets with compactly supported 
duals. In biorthogonal wavelets, separate decomposition 
and reconstruction filters are defined and hence the 
responsibilities of analysis and synthesis are assigned to 
two different functions (in the biorthogonal case) as 
opposed to a single function in the orthonormal case [4]. 

The bank of wavelets of computer mathematics system 
Maple has the only biorthogonal wavelet Cohen- 
Daubechies-Feauveau (CDF) (9, 7) [8]. However, digital 
filters can be obtained by the algorithm outlined in the [7]. 
For processing we have chosen particularly biorthogonal 
spline (2, 2). Fig. 4, 5 shows the low-pass and the high-pass 
filters of biorthogonal spline (2, 2) for analysis and synthesis. 

Table 4 displays evaluations of reconstructed image 
quality processed by orthogonal and biorthogonal wavelets 
with different number of digital filters. 

As you see, biorthogonal wavelets have not advantages 
over orthogonal wavelets in this case. 
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Fig. 4. Digital low-pass and high-pass filters  
of biorthogonal spline (2, 2) used for analysis 
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Fig. 5. Digital low-pass and high-pass filters  

of biorthogonal spline (2, 2) used for synthesis 
 

Table  4 
 

Comparison of factors of image quality  
for orthogonal and biorthogonal wavelets 

 

Orthogonal wavelets Biorthogonal wavelets 
Wavelet 
families Coiflet

12 
Daubechies 

12 
Symlet 

12 
CDF 
5/3 

Biorthog. 
Spline 

5/3 
CDF 
9/7 

vanishing 
moments 6 6 6 2, 2 2, 2 4, 4 

rmse 0,045 0,045 0,044 0,052 0,066 0,054

PSNR (dB) 26,97 26,88 27,05 25,71 23,65 25,34
Entropy 

(bit) 6,256 6,334 6,276 5,955 6,194 5,853

Correlation 0,989 0,989 0,990 0,986 0,977 0,985
 
Conclusions. Image compression and its clearing by 

method discrete wavelet transform can significantly reduce 
the size of a 2-D image (up to 6 times). Such a radical 
reduction of information can be very useful in many cases, 
under condition that it is not accompanied by significant 
losses in image quality. 

Many scientists working in this field, are trying to find 
the optimal wavelet for image processing. However, the 
analysis showed that the reconstructed image quality 
parameters for different families of wavelets are almost 
indistinguishable. Besides, comparison of factors of image 
quality for orthogonal and biorthogonal wavelets shows, 
that biorthogonal wavelets have not advantages over 
orthogonal wavelets in our case study. 

Research has shown that with increasing length of the 
digital filters factors of image quality are better. However, a 
compromise between quality factors (longer filters) and the 
computing duration (shorter filters) needs to be found. 
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METAL MICRO-DETECTORS FOR IMAGING  
AND BEAM PROFILE MONITORING IN RADIATION THERAPY 

 
Metal micro-detector (MMD) has been developed at Kiev Institute for Nuclear Research (KINR). Physics and techniques of this detector 

applied for monitoring and imaging of charged particles beams are presented. To provide the precise beam profile monitoring a 128-
channel X-Y MMD was produced. Test studies with this detector were performed for 20 MeV electrons (Cancer Center "Innovacia") and 
high energy hadrons (protons, 12C-ions and 16O-ions, Heidelberg Ion-Beam Therapy Center). Results of these studies are discussed in this 
work. The results of our studies suggest the possibility of MMD application in clinical practice. 

Key words: metal micro-detectors, beam profile monitoring, online dose monitoring, mini-beam radiation therapy. 
 

Introduction. The main goal of radiotherapy is to deposit 
a high dose of ionizing radiation in a tumor while keeping the 
absorbed dose in the surrounding healthy tissue at a tolerant 
level [1]. The monitoring of the beam position and absorbed 
dose are essential. Current developments in radiation 
therapy require non-destructive beam profile monitoring in 
real time, as beam diagnostics provides information on the 
status of the beam, monitoring of critical parameters and 
alarming in case of emergency. For low intensity beams a 
proper approach could be realized by using silicon micro-
strip detectors. However, radiation hardness aspect makes 
this approach rather limited. 

A Metal Foil Detector (MFD) technology developed at 
Kiev Institute for Nuclear Research makes possible the 
production of radiation hard monitoring devices that are 
able to take a challenge and fulfill the needs of modern 
radiotherapy. 

The general physics and registration principles of the 
MFD are discussed in details elsewhere [2]. Charged 
particles (or photons) hitting the metal sensor-foil initiate 
Secondary Electron Emission at 10–50 nm surface layers. 
The charge generated in a sensor is measured by a 
sensitive Charge Integrator. 

MFD technology was successfully explored for the 
design and production of a novel thin metal micro-strip 
beam profile monitors of charge particles and synchrotron 
radiation beams. Through an innovative plasma-chemistry 
etching process, thin (about 1 μm) metal micro-strips are 
aligned, without any other materials in the working area. 
The main advantages of MMD are: low thickness of 
detecting material; good position resolution (up to few μm); 
low operating voltage (~ 20 V); high radiation tolerance (at 
gigarads level). MMD were tested at the Minibeam 
Radiation Therapy (MBRT) setup (Bio-Medical Beamline 
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