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This article describes an approach of 
extending the training sample by clustering 
methods. This approach improves the quality of 
classification on a limited set of data the test 
sample. 
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Introduction 
 

 

The  number  of  documents  in  electronic  form is  
steadily increasing, especially for web pages and e-
mail. Systematization is necessary to facilitate the 
search in large volumes of data, for example, 
classification is identification as some 
comprehensible content. 

The classification of full-text print documents is 
the process of determining the document belongs to 
one or more categories which are the most 
appropriate to its content.  

The development of new methods of 
classification is an actual problem, due to the 
emergence of the new types of documents such as 
social networks websites and short messages 
(Twitter). The text classification needs to determine 
the list of named categories for classifying new 
documents as one of them. The quality of 
classification methods depends on the quality and the 
size of document sets which are pre-prepared for 
algorithm classification training. In the case of 
documents in Ukrainian, the verification of 
classification methods is complicated by the absence 
of significant document arrays as a training sample. 

In case of a small number of documents for 
study, the accuracy of the classifier usually is not 
high. In practice, it’s possible to prepare the 
minimum necessary training sample by hand, but 
considering the fact that the larger training sample 
the higher classification accuracy, it is necessary to 

develop automated methods of updating the training 
sample for classification problem. Some approaches 
of semiautomatic classification are posted in the 
papers [1- 4]. 

This paper presents a technique which allows to 
extend primary sample using the clustering of 
unnamed documents, which belong to the pre-
formed clusters consisting of classified documents 
set. 

Clustering-based classification 
 

Let we have a set of named categories   
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and certain document sets that are included to each 
of these categories by expert assessment 
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Using the clustering method [5] with the use of 
special  distance  measure,  let’s  form  the  clusters  of  
extended training sample for the classification. For 
the set of clusters (2) determine the appropriate 
matrix )(~)2(~),1(~ NXXX which are accordingly 
defined as 
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The distance from the new document to each 
cluster n,,, 21  will be calculated using the 
following formulas:  
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and accordingly 
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This approach allows to reorganize points of the 

set of unnamed documents and high level of 
confidence to extend the document training sample 
for each category for the following classification.  

So, we have extended documents training 
sample for applying of any classification algorithm. 
A new set of points represents, geometrically, 
ellipsoidal containers, therefore apply the 
verification of disjointness created containers to 
reduce the influence of distortion of formed training 
sample.  

Considering (2) for the 1st, 2nd and N-grade 
appropriately, ellipsoidal containers can be 
represented as follows 
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disjointness of these containers could be made with 
checking the following conditions 

 

,,1},1)(,),(:{)( 12 nlxVxVxix Nl  

,,1},1)(,),(),(:{)( 231 nsxVxVxVxjx Ns  (8) 

.,1},1)(,),(),(:{)( 121 mNr nrxVxVxVxkx  
 
Correlation (8) is only the requirement of 

disjointness ellipsoidal containers (7), but if 
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where  is much greater than 1, then these conditions 
almost provide the disjointness of containers. At this 
stage,  expected  that  data  in  the  training  sample  is  
complete, that is achieved including outlined above 
way, 

.2,1,0))(~(det NDDXR T  
 

Otherwise, should be applied in determining the 
functions )(),(),( 21 xVxVxV n  instead of 

matrix ))(~( DXR T  regularized  matrix.  If  the  
ellipsoidal containers cross, we can use the way of 
sequential filtration of the most similar objects using 
recurrence relations which are proposed in [6]. 
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Taking into account foregoing, there is the 
following combined algorithm of the classification 
that is based on clustering. 

Step 1.Clustering data sets, including both 
named and unnamed data. As a result, we have an 
extended set of named data (training sample). 

Step 2. Classification using the extended 
training set. 

This approach engaged to use positive aspects 
of  clustering  and  classification,  it  can  reduce  the  
impact of small training sample on classification 
results. 

 
A set of documents for testing 

 
We have a set of documents that consists of 

collection of 8300 essays, each document is 
classified to one of 65 categories. 

For classifier testing purpose, it can be used the 
part of the collection and compare the results of the 
classifier with the results that were obtained through 
essays. 

To assess the classifier, we use several metrics: 
P = kr / n – (precision) – the ratio of the number 

of documents that have been assigned to the correct 
category of the total number of documents which 
belongs to this category. 

R = kr / r – (recall) – the ratio of the number of 
documents that have been assigned to the correct 
category of the total number of documents which 
belongs to a particular category by results of the 
classification. 

In Figure 1 we can see this dependence of 
evaluation parameters of the classifier on the 
completeness of the training sample. 
 

 
 

Fig.1.Test results of the classifier. 
 

 

Conclusions 
 

The test results show that the documents 
classification strongly depends on the quality and the 
size of the training sample. The proposed method 
combines the positive qualities of the ways of 
clustering and classification, which, at testing, have 
showed very good results of the classification of 
essays collection in ukrainian language. Considering 
almost the absence of training and test samples for 
printed documents in Ukrainian language the 
outlined approach can significantly improve the 
development and testing of new algorithms of 
classification. Further it’s possible to apply this 
approach to the web pages, for this should be 
improved the automatic collection and pre-
processing incoming web-documents. 
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