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B pobomi onucyemuvcs ancopumm Ons GUSAGNEHHS XIMIUHUX 3A0pPYOHEHb V DPOCIUHHOCHI HA OCHOBI
CNeKmpanvbHux 0auux. st yb02o CMasUmMsbCs 3a0a4a anpoKCUMAayii CUSHALY, WO 3HAOXOOUMbCA Y BUAA0I
JUHIUHOL KOMOIHAYIT 86eKmopy Hesi0oMUX napamempie ma nesHux 6a3ucCHux QYHKYit, oe 8 aKkocmi 6a3ucCHux
(yHKYIT Oepymbesi pempOCheKmuUHi  CNOCMEPENCeH s 3a0pYO0eHb  POCIUHHOCIE  PISHUMU  XIMIYHUMU
KOMNOHEeHmamu.

Il nocmanosxku  3a0aui  anpokCcuMayii  poszensioacmvcs  MIHIMI3ayiss OeKiIbKOX Munié Hee s30K:
cepeoHboK8adpamuyte GIOXULEHHs CUSHANLY 6I0 anpoxcumayii 0e3nocepeonbo 6 NOMOUHUL MOMEHM Yacy
ma iHmeepanbHa He8’sI3KA HA 8CbOMY HpOMIXCKY. 1 aoanmugHnoi KopeKkyii 6eKkmopy napamempis,
BUKOPUCTHOBYIOUU MEMOO 2PAJIEHMHO20 CNYCKY, 6Y0yembcs Henepepena imepayiuna npoyedypa. 3adarouu
nowamkogi 0aui cmasumuvcs 3a0aua Kouti, po36si 30K K01 i € WYKAHUM 8EKMOPOM HeB8I0OMUX Napamempis.

Jlocniooiceno 36idchicmy imepayitinol npoyedypu 3a 00NOMO20H0 BUKOPUCMANHA Memoodis JIanynosa.
Egexmusnicmo  guxopucmanus 0anozo aiecopummy HniOMEEePONCeHO eKCHePUMEHMANbHO 3d PAXYHOK
BU3HAYEHHS XIMIYHUX KOMNOHEHMIE } POCIUHAX.

Kurouosi cnosa: adanmayis, cuenanu 6 pedaibHoOMy 4dci, anpokcumayis, 6a3ucHi QOyHKyii, cnekmpanivbHi
Oawni, oughepenyianvHi cxemu.

The goal of the task is to define unknown parameters vector in approximation function and to find out
chemical and biological components presence in plats by corresponding spectral data. Approximation
function is supposed to be a linear combination of basis functions and unknown parameters. Basis functions
are taken as retrospective occurrences of plants pollution with different chemical and biological elements.

Adoptive algorithm for signal approximation described. Iterative procedure is built based on gradient
descent method for minimizing certain residuals. For this purpose, two types of residuals investigated:
directly at the current moment of time and mean square approximation on the continuous time span which is
an integral of the mean square deviation between signal and approximation.

System of ordinary differential equations together with initial conditions forms an iterative procedure. Its
convergence analysis conducted using Lyapunov methods.

Numerical experiment for chemical components in plants detection conducted to prove experimentally
efficiency of the described algorithm. Unknown parameters vector converges to 1 for the corresponding to
detected chemical element basis function.

Key Words: adaptation, real-time signal, approximation, basic function, spectral data, differencing
schemes.
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Introduction

Despite the fact that there are many works
devoted to the problems of approximation both
continuous and discrete signals, important practical
problems arise, especially in the field of Informatics
and applied mathematics [1]. It requires development
and testing of new approaches of experimental data
approximation. First, it comes from the fact that data
processing is mostly conducted in real time. Besides,
algorithms should meet strict conditions: they should
be constructive, focused on optimal performance and
real-time problem solving [3].

These requirements, in our view, meet the below
described adaptive algorithms based on gradient
approach. Proposed approaches described for the
approximation of the continuous processes only, but
it is easy to derive discrete counterparts on their
basis. As a rule, signals are measured into discrete
moments. That is why differencing schemes could
prove to be more effective for use.

Approximation of continuous signals
Let suppose that we know of uninterrupted, for

ease of scalar signal x = qo(t), t, <t <T, which

needs to be approximate with parametrically given
assemblage

x(t)=y(ta)=v(t,a,a,,.a,).

If the signal is defined on [#,,7], the task of
parameters & vector adaptive correction is to
minimize certain residual [5]. For this purpose, we

will consider two types of residuals:
a) directly at the moment ¢

L(a)=(v(t.a)-o());

b) mean square approximation of [,7]

(1)

2)

t
1(a)= [ (r.a)-o(z)) dr.
0
For correction of parameters in order to minimize
residual (2) uninterrupted iterative procedure is
written down

d
70; =—grad I,(a)=

)

4)
=2y (1. 0)-lt))grad (1, )
with some initial data
alty,)=a. (5)

To find vector parameters ¢ solution of Cauchy
problem is needed (4), (5). If there is a stationary

problem solution (4), (5), that is Oc(t) —->a, t—>wo,
you can be taken as a solution of given problem. It is
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necessary to notice that for solving some practical
tasks such a simple procedure gives good results.

For the integral residual we write down the same
system of ordinary differential equations
da

dt - gradaIZ (a)_
‘ (6)
=-2[(v(r,a)- o )lerad y (¢, a ).
0

As (6) is a system of ordinary differential
equations of order n, recorded in normal form,
initial conditions for it must be selected similarly to
the previous case

alt,)=a®. (7)

That means, in another case is needed to solve the
problem numerically with one of the methods, such
as Runge-Kutta, a Cauchy (6), (7).

Comment 1. The original data is to be chosen
from the convergence of the proposed iterative
procedures, e.g. using Lyapunov second method.

Consider a more specific problem of formulated
type. Suppose we have a system of basic functions

200, (0)m0, ). 121, ®)

and function l//(t,oc) will choose as a linear

combination of

ARIEDIIAGE ©)
Jj=1

In this case, the system of ordinary differential
equations (4) we write in this form
da, 4
— =202 0, (0a; + 200, (),

j=l
i=12,...,n,

System (10) is a linear nonparallel sentence
system of ordinary differential equations which can
be re rewritten in a vector-matric form

da
= Alt)e + f(t), t>1,.
t

According to Cauchy's formula solution of

problem (5), (11) can be written as follows

alt)=w(t.t,)a” + [W(t.o)f(e)dz,
10
where W(t,r) — scaled under the moment 7

(10)

(1)

(12)

fundamental matrix of a homogeneous system,

which corresponds to (11), i.e.

aw

" AltWw, w(t,z)=E,. (13)
By analogy, you can extract systems of

differential equations for the integral residual (3)
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provided (9). In this case, the system (6) could be
written in this form

2 —2f[Sae ) o) i

; (14)
i=12,...,n
A linear system (14) could be written in a vector-
matrix form
da
= A(t)oc +2 f
t

jf tidt, At jA tht.

However, a dlverse linear system of ordinary
differential equations (14), in effect (7), you need to
consider under partially fixed initial conditions. In
order to find an overall system solution (14) under

(0)

(15)

where f

, will use the Cauchy formula

(01, )o® + [7(2,2) 7 M

10

any o
alt)=

where W(t,r) — converging for a moment 7

(16)

fundamental matrix for homogeneous system

da _—
— = Al

This matrix satisfies the system with a single
initial conditions

djf AW, Wltyt)=E,.

(17)

(18)

Analysis of iterative procedures convergence

Let us conduct analysis of the convergence of
iterative procedures using Lyapunov methods of
practical stability [4].

Consider two types of residuals (2) and (3).

Let us look at the iterative scheme based on
minimization of residual (2). Suppose that solution
of the Cauchy problem (5), (11) meets the condition

a(‘)(t,to,a(o))% o = const, t — . Then with the
substitute

a:a()(tt al )+v(t) (19)
we’ll come to a homogeneous system of linear
differential equations with respect to the new
variable v(t)
dv

YAl t>1, . (20)

dt
Then, on the assumption that the original data (5)
can be perturbed, analysis of convergence of iterative
procedure (11) will be equivalent to the research of
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stability of solution v(t) =0, 7 >1, of linear

homogeneous system (20). Fair's the next theorem.
Theorem 1. For the convergence of iterative
scheme (13) at perturbed initial data, i.e.

oc(t,to,oc(o) +v(°))—> o, t—> o
is necessary and sufficient, the converging for a

21

moment fundamental matrix W(t,to), to meet the

conditions

W(t,t,)— 0, for t — oo. (22)
The proof of the formulated theorem is based on

the framework as a replacement (19), recording and

analysis of Cauchy problem solution for a

homogeneous system (20)

v(t)=w (e, v (23)
Here V(O) — n-dimensional vector of initial data
for homogeneous system (20), & —n-dimensional

stationary vector, which is the solution of the given
problem.

Detection of chemical components in the
plants and calculation experiment

Let’s show constructiveness and effectiveness of
the proposed approach primarily based on spectral
data processing of the plants contaminated with
chemical elements. We assume that plants pollution
is generated by some chemical elements and its
spectral data received. They are considered as basic
for recognition of them in new experimental data.
Let us designate basic spectral functions

o), 0, (t )., (t), 1, <t<T,

which represent the spectral data of plants pollution
by known chemical elements.

Let ¢(t),t €[t,,T] the measured spectral
function contaminated by an unknown chemical
element. The function l//(t OC) will choose as a

Zw

Solution of differential equations system (10) will
give us needed parameters vector.

Numerical experiment conducted under the
described above adaptive algorithm. Spectral
experimental data on a plant specimens were chosen
for the basic functions, which were contaminated by

the chemical elements CaCl and K,Cr,O, . Spectral

values of basic functions displayed on Figure 1. For
the recognition of new experimental data for the
contamination with selected chemical elements, an
adaptive algorithm is applied and the result are
shown on Figure 2.

linear combination of (9) l// t, OC
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Figure 1. Spectral values of basic functions.

Unknown parameters vector converges to 0 for
the experimental data contaminated by CaCl and to

1 for K,Cr,0, correspondingly. It means that

contamination by chemical element K,Cr,O, is

recognized. .

Conclusion
Developed concept of adaptive algorithm for
approximation of experimental data with discrete
dimensions based on gradient approach.
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Figure 2. Iterative procedure convergence for
experimental data contaminated by the chemical

elements CaCl (alfal) and K,Cr,0O, (alfa2).

Adaptive algorithm for approximation of discrete
experimental data on the basis of gradient approach
created.Convergence of proposed adaptive algorithm
for detecting chemical and biological components
proven. Particularities of application of adaptive
algorithm of forecasting at initial detection of
components of different types investigated.
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