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Ó äàíié ðîáîòi ðîçãëÿäà¹òüñÿ çàäà÷à êëàñèôiêàöi¨ êîðåíåâèõ áàç äëÿ íåñèìåòðè÷íî¨ áiëiíié-
íî¨ ôîðìè ç äîäàòíî âèçíà÷åíîþ êâàäðàòè÷íîþ ôîðìîþ. Ìè âèêîðèñòîâó¹ìî òåîðiþ äèôåðåí-
öiàëüíèõ ãðàäóéîâàíèõ êàòåãîðié òà ïðîöåäóðó ¨õ ïðèâåäåííÿ. Ãðàäóéîâàíèé ñàãàéäàê äîïóñêà¹
òðèâiàëüíó ñòðóêòóðó äèôåðåíöiàëüíî¨ ãðàäóéîâàíî¨ êàòåãîði¨. Êîðåíåâà áàçà ãðàäóéîâàíîãî ñà-
ãàéäàêà òèïó Äèíêiíà, ÿêà ïðèâåäåíà çi ñòàíäàðòíî¨ êîðåíåâî¨ áàçè, âèçíà÷à¹ ñòðóêòóðó äèôå-
ðåíöiàëüíî¨ ãðàäóéîâàíî¨ êàòåãîði¨ òà âiäïîâiäíó íåñèìåòðè÷íó áiëiíiéíó ôîðìó. Â ðîáîòi ìè
ïîêàçó¹ìî, ùî ÿêùî íà êàòåãîði¨ øëÿõiâ çâ'ÿçíîãî ãðàäóéîâàíîãî ãðàôà äåÿêî¨ íåñèìåòðè÷íî¨ ái-
ëiíiéíî¨ ôîðìè ìîæíà âèçíà÷èòè ñòðóêòóðó äèôåðåíöiàëüíî¨ ãðàäóéîâàíî¨ êàòåãîði¨, ÿêà çàäî-
âîëüíÿ¹ î÷åâèäíèì óìîâàì êîðåêòíîñòi, òî ñòàíäàðòíà áàçà öi¹¨ ôîðìè ¹ ðåäóêîâàíîþ ç äåÿêîãî
ãðàäóéîâàíîãî ñàãàéäàêà òèïó Äèíêiíà. Äîâåäåííÿ îñíîâíî¨ òåîðåìè âèêîðèñòîâó¹ òåîðåìó ç [4]
äëÿ áiëiíiéíèõ òà êâàäðàòè÷íèõ ôîðì âiäíîñíî ¨õ êîðåíiâ òà êîðåíåâèõ áàç.

Êëþ÷îâi ñëîâà: äiéñíèé êîðiíü, áiëiíiéíà ôîðìà, äèôåðåíöiàëüíà ãðàäóéîâàíà êàòåãîðiÿ, äià-
ãðàìà Äèíêiíà.

This work concerns with the problem of classi�cation of root bases for the nonsymmetrical bilinear
forms with positive de�nite quadratic form. We use the theory of di�erential graded categories and
corresponding nonsymmetrical bilinear forms, and reduction algorithm for them. A graded quiver has the
trivial structure of di�erential category. Any root base of graded quiver of Dynkin type which is reduced
from the standard root base, de�nes the structure of di�erential graded category and the corresponding
nonsymmetrical bilinear form. In this paper we show, if the path category of connected graded graph
of some nonsymmetrical bilinear form allows the structure of the di�erential graded category which
satis�es the obvious conditions of correctness, then a standard basis of this bilinear form is reduced
from the standard root base of some graded quiver of Dynkin type. In this work we apply the non
classical but modi�ed concept of root base to the classical theory of bilinear and quadratic forms and
their applications. The proof of the main theorem uses theorem from [4] for the bilinear and quadratic
forms with respect to their roots and root bases.

Key words: real root, bilinear form, di�erential graded category, Dynkin diagram
Communicated by Prof. Ovsienko S.A.

1 Preliminaries

The reduction algorithm of linear categories
and other structures is widely used in the
representation theory. This approach allows to
study representations inductively, reducing the
corresponding categories step by step ([1]).

On the other hand, the important characteri-
stic of represented structure is the induced
quadratic form whose roots correspond to the
indecomposable representations. The theory of
quadratic forms is well known ([2], [3]). We
give the simultaneous reduction algorithm of
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transformation of the di�erential graded category
with special properties and the underlined bilinear
and quadratic form to the canonical forms.

Root systems are just one example among
a large number of mathematical objects of ��-
nite type� which are classi�ed by (some class
of) Dynkin diagrams. This approach allows to
establish a connection between forms theory and
representation theory. We use non classical but
modi�ed concept of root base. We prove that
under certain �niteness and correctness conditi-
ons a root base is reduced to some classic one by
certain transformations.

2 Di�erential graded categories and di-

rected graded graphs

2.1 Graphs and forms

Let Γ = (Γ0,Γ1,deg) be a �nite directed graded
graph with vertex set Γ0, the arrows set Γ1 ⊂
Γ0×Γ0. The graph Γ is called graded (or Z-graded)
if there is the map deg : Γ1 → Z, such that

Γq1 =
⊔

i,j∈Γ0

Γq1(i, j) = deg−1(q), Γ1 =
⊔
q∈Z

Γq1.

The graph Γ is assumed to be �nite which means
that |Γ0| 6 ∞ and all vector spaces kΓ1(i, j) are
�nite dimensional.

Let k be an algebraically closed �eld. Given
a �nite graded directed graph Γ = (Γ0,Γ1,deg),
we consider kΓ the k-linear path category of the
graded graph Γ which is freely generated over k
by all the pathes on Γ. The category kΓ inherits
the graduation from Γ in a natural way.

We denote by |a| = deg a (mod 2) the parity
of deg a. We regard Γ1 as a union Γ1 = Γ0

1∪Γ1
1 wi-

th Γ0
1 be a set of arrows of even degree, and Γ1

1 be
a set of arrows of odd degree, the arrows of degree
0 (resp, of degree 1) are called and pictured as
solid (resp., dotted) arrows. The graph Γ is called
bigraded or bigraph if d : Γ1 → {0, 1}. The graph
Γ is called classic if deg(a) = 0 for any a ∈ Γ1.

For any a ∈ Γ1(i, j), we denote by ā the di-
rected edge from i to j having the degree deg ā =
|a|, and we put Γ1 = {ā | a ∈ Γ1}. We denote by
Γ = (Γ0,Γ1) the directed bigraph obtained from Γ
by taking degree modulo 2. Here Γ̄1 = Γ̄0

1 ∪ Γ̄1
1.

Furthermore, for any a ∈ Γ1(i, j), we denote
by ã the undirected edge between vertices i and
j, and we put Γ̃1 = {ã | a ∈ Γ1}. We denote
by Γ̃ = (Γ0, Γ̃1) the undirected bigraph obtained
from Γ by deleting the orientation of the arrows.

So de�ned graph Γ̃ will be called the scheme of Γ.

All graphs to be considered are assumed to be
�nite.

We associate with the directed graded graph Γ
the non symmetric bilinear form 〈 , 〉 : ZΓ0×ZΓ0 →
Z together with its quadratic form χ. We denote
by E = {ei}i∈Γ0 a standard base (system of
generators) of the lattice ZΓ0 . The elements of ZΓ0

will be written as either x = (xi) or x =
∑
i∈Γ0

xiei.

De�ne a non symmetric bilinear form 〈−,−〉 =
〈−,−〉Γ : ZΓ0 ×ZΓ0 → Z, called the Euler form of
Γ: for x = (xi), y = (yi) ∈ ZΓ0 ,

〈x, y〉 =
∑
i∈Γ0

xiyi −
∑

a∈Γ1(i,j)

(−1)|a| xiyj ,

By the de�nition, the bilinear forms 〈−,−〉Γ and
〈−,−〉Γ are identical. The symmetrization of Euler
form (x, y) = 〈x, y〉 + 〈y, x〉 is independent of the
orientation of Γ, so it is de�ned by Γ̃ and it is
called the symmetric Euler form of Γ. The integer
unit quadratic form χ : ZΓ0 → Z such that

χ(x) =
∑
i∈Γ0

x2
i −

∑
a∈Γ1(i,j)

(−1)|a|xixj

associated with the Euler form (−,−) is called the
Tits form on ZΓ0 , it only depends on the graph Γ̃.

Recall that a quadratic form χ is called posi-
tive de�nite if χ(x) > 0, for all x 6= 0. The
classic connected undirected graph having the
positive Tits form is one of Dynkin diagrams.
The connected directed graded graph Γ is called a
(graded) Dynkin quiver if its scheme Γ̃ is a Dynkin
diagram, and classic Dynkin quiver (or 0-quiver)
if Γ is a classic graph and we assign to each arrow
the degree 0.

In path category kΓ, we denote coe�x1...xkx =
κ, κ ∈ k whenever x = κx1 . . . xk + . . . is a basis
decomposition. In the category kΓ, we have such
that deg x1x2 . . . xk =

∑k
i=1 deg xi.

The full subgraph ΓS , S ⊂ Γ0 is called closed
contour if there is an ordering S = {i1, . . . , ik}
such that |Γ1(ij , ij+1) ∪ Γ1(ij+1, ij)| > 0, j =
1, . . . , k− 1, and |Γ1(i1, ik)∪Γ1(ik, i1)| > 0. The
closed contour ΓS , S = {i1, . . . , ik} ⊂ Γ0 is called
clear if Γ1(is, it) ∪ Γ1(it, is) = ∅, |s − t| > 1
(mod k). The closed contour ΓS is called cyclic
paths if |Γ1(ij , ij+1)| > 0, j = 1, . . . , k − 1, and
|Γ1(ik, i1)| > 0. The closed contour ΓS is called
detour graded contour if Γ1(ij , ij+1) = {aj},
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j = 1, . . . , k − 1, and Γ1(i1, ik) = {a}, besides

deg a =
k−1∑
j=1

deg aj .

In further considerations, we will consider the
class of graphs with some restrictions. The �nite
directed graded graph Γ is called correctly de�-
ned graph if its path category kΓ does not have
cyclic paths and multiple edges, and, moreover,
any clear closed contour is detour graded. Then
we have Γ1(i, i) = ∅, |Γ1(i, j)| 6 1, and |Γ1(i, j)| ·
|Γ1(j, i)| = 0 for any 1 6 i, j 6 |Γ0|. The Tits form
χΓ in such case is unit which means that coe�cient
on x2

i equals 1.
Let Γ be a correctly de�ned graph. For the

elements of standard base E holds (ei, ei) =
χ(ei) = 1, and Γ1(i, j) = ∅. Moreover,
|Γ̄0

1(i, j)| = max{−〈ei, ej〉, 0}, and |Γ̄1
1(i, j)| =

max{〈ei, ej〉, 0}.

2.2 Real roots and Weyl group

We consider a correctly de�ned �nite directed
graded graphs Γ = (Γ0,Γ1,det) together with
underlined bigraph Γ, its scheme Γ̃, quadratic
forms χ and correspondent bilinear form 〈, 〉.

For any x ∈ ZΓ0 such that (x, x) = 1,
we denote by σx the re�ection of ZΓ0 on the
hyperplane orthogonal to x, then σx(y) = y −
2(x, y)x, y ∈ ZΓ0 . For simplicity, we assume Γ0 =
{1, 2, . . . , n}, n = |Γ0|, then ZΓ0 ' Zn. We give a
widely knows description of the basic properties of
re�ections.

Lemma 1. For any x, y, z ∈ Zn, (x, x) = 1 there
are: 1) σ2

x = idZn, so σx : Zn → Zn is an involuti-
on map; 2) σ−x(y) = σx(y); 3) σx(−y) = −σx(y);
4) σx(x) = −x; 5) (σx(y), σx(z)) = (y, z); 6)
σσx(y)(z) = σxσyσ

−1
x (z).

The re�ection with respect to i-th element of
standard base E is de�ned by σi(y) = y−(y, ei)ei.
In this case, we call σi a simple re�ection on ZΓ0 ,
we call ei a simple root, and denote by Πχ the set
of all simple roots.

De�ne the Weyl group W of the graph Γ to
be the subgroup of Aut(ZΓ0) generated by the si-
mple re�ections σi respectively to the elements of
standard base E. Because the symmetric bilinear
form (−,−) is independent of the orientation of
Γ, the group W is independent of the orientation
of Γ, so is de�ned by Γ̃ (or, equivalently, by the
quadratic form χ). An element of ZΓ0 is called a
real root provided it belongs to the W -orbits of

some ei, The set Φχ = ∪
w∈W

w(Πχ) ⊂ ZΓ0 is called

the set of real roots of χ (obviously, each x ∈ Φχ

satis�es χ(x) = 〈x, x〉 = 1). The root x ∈ ZΓ0 is
called sincere if xi 6= 0 for all i ∈ Γ0. It is well-
known that all real roots of the classic Dynkin qui-
vers are positive or negative.

Any generator set R = {αi}i∈1,n of the lattice

ZΓ0 ' Zn is called a root base with respect to the
graph Γ (and to the bilinear form 〈 , 〉Γ), if αi ∈ Φχ

for any i ∈ 1, n. We denote by ΓR = Γ′ = (Γ′0,Γ
′
1)

the directed bigraph constructed in the following
way: (i) Γ′0 = R; (ii) for any i, j ∈ 1, n, i 6= j there
are |〈αi, αj〉| edges from Γ′1(αi, αj) either of degree
0 if 〈αi, αj〉 < 0, and of degree 1 otherwise; (iii)
|Γ′1(αi, αi)| = ∅. Note that for the positive de�ni-
te form, |〈αi, αj〉| 6 1 and 〈αi, αi〉 = 1. We call ΓR
the directed bigraph associated with a root base R
and non symmetric bilinear form 〈 , 〉.

The root base R is correctly de�ned if
its underlined graph ΓR is such. In this case
Γ′1(αi, αi) = ∅, |Γ′1(αi, αj)| 6 1, and |Γ′1(αi, αj)| ·
|Γ′1(αj , αi)| = 0 for any i, j ∈ 1, n. We say that
the correctly de�ned graph Γ′ = ΓR is graded
correctly if deg(a) ≡ 〈αi, αj〉 (mod 2) for any
a ∈ Γ′1(αi, αj), i, j ∈ 1, n, i 6= j.

Let {ei}i∈1,n be a standard root base of the

lattice ZΓ0 ' Zn. For i ∈ Γ0, we denote by Ti :
Zn → Zn the Z-linear transformation: Ti(et) ={

et, if t 6= i;
−ei, if t = i.

We call Ti a sign change for χ

in the vertex i. For i, j ∈ Γ0, we denote by T
ε
ij :

Zn → Zn the Z-linear transformation ([3], [4]):

T εij(e
t) =

{
et, if t 6= i;

ei + (−1)|{i,j}|ej , if t = i.
with

ε = (−1)|{i,j}| ∈ {+,−}. If a degree |{i, j}| is
even then we call T+

ij an in�ation for χ, if |{i, j}|
is odd, we call T−ij a de�ation for χ.

We denote the corresponding transformations
of quadratic form and an integral lattice Zn by the
same letter. So there are T : χ→ χ′ = χT for the
quadratic form and T : r → r′ = rT for vector
r =

∑
j∈Γ0

rjej, such that
∑
j∈Γ0

rjej =
∑
j∈Γ0

r′je
′
j or

χ(r) = χ′(r′).

Two integral forms χ, χ′ : Zn → Z are called
equivalent (or Z-equivalent) if they describe the
same maps up to above changes of basis, that is,
if there exists a linear Z-invertible transformation
T : Zn → Zn which is a composition of admitted
transformations such that χ′ = χT . The next si-
mple lemma holds.
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Lemma 2. Let T : χ → χT be an equivalence of
the quadratic forms. If χ is an integral unit form,
then χT is an integral unit form as well, and χT
is positive (non negative, critical) if and only if χ
is positive (non negative, critical).

Theorem 2.1. ([3])Let χ be a connected integral
positive unit form, Γ its directed bigraph. Then
there is a sequence of sign changes and de�ations
with the composition T such that the bigraph ΓT
of the form χT is a 0-forrest of Dynkin type. For
the positive form, ΓT is a disjoint union of some
of the following Dynkin diagrams: An (n > 1), Dn

(n > 4), or En (n = 6, 7, 8). The Dynkin type is
uniquely de�ned by χ.

2.3 DGC structure

The k-linear category U over an algebraically
closed �eld k is called graded if it is endowed
with a multiplicative mapping deg : U → Z
and U(i, j) = ⊕q∈ZUq(i, j) is a sum of �nite
dimensional vector spaces Uq(i, j) = deg−1(q),
i, j ∈ ObU . For x ∈ U , we denote |x| = deg x
(mod 2) and x̂ = (−1)|x|x. The graded k-category
U is called the di�erential graded category or dgc
if there is the di�erential d : U → U which maps
d : Uq(i, j) → Uq+1(i, j), q ∈ Z, i, j ∈ ObU , and
the following properties hold:

1) d(1i) = 0, i ∈ ObU ;
2) Leibnitz rule: d(x1 . . . xi−1xi . . . xk) =

=
∑k

i=1x̂1 . . . x̂i−1d(xi)xi+1 . . . xk =

=
∑k

i=1(−1)|x1|x1 . . . (−1)|xi|xixi+1 . . . xk;

3) d2 = 0.

Let Γ = (Γ0,Γ1, deg) be a graded directed
graph, and let kΓ be its path category. We denote
coe�x1...xkx = κ, κ ∈ k whenever x = κx1 . . . xk +
. . . is a basis decomposition. The category kΓ
inherits the degree (graduation) from Γ such that
deg x1x2 . . . xk =

∑k
i=1 deg xi.

The full subgraph ΓS , S ⊂ Γ0 is called closed
contour if there is an ordering S = {i1, . . . , ik}
such that |Γ1(ij , ij+1) ∪ Γ1(ij+1, ij)| > 0, j =
1, . . . , k− 1, and |Γ1(i1, ik)∪Γ1(ik, i1)| > 0. The
closed contour ΓS , S = {i1, . . . , ik} ⊂ Γ0 is called
clear if Γ1(is, it) ∪ Γ1(it, is) = ∅, |s − t| > 1
(mod k). The closed contour ΓS is called oriented
cycle if |Γ1(ij , ij+1)| > 0, j = 1, . . . , k − 1, and
|Γ1(ik, i1)| > 0. The closed contour ΓS is called
detour graded contour if Γ1(ij , ij+1) = {aj},
j = 1, . . . , k − 1, and Γ1(i1, ik) = {a}, besi-

des deg a =
k−1∑
j=1

deg aj . Denote xij the edge from

the vertice starting in i and ending in j. Detour
contour ΓS is called active (or contour of di�erenri-
al type) if κxi1i2 . . . xik−1ik is a summand of di-
�erential of the edge xi1ik . The edge a ∈ Γ1(i, j)
is called deep if there are no other pathes on Γ from
i to j. The edge a ∈ Γ1(i, j) is called minimal if
d(a) = 0.

We consider a dgc U with |ObU| <∞. De�-
ne the underlined directed graded graph Γ = Γ(U)
such that Γ0 = ObU , and Γ1(i, j) is a basis
of (U/U⊗2)(i, j), i, j ∈ Γ0 with the induced
graduation. The di�erential d induces the map
d : Γq1 → kΓq+1(i, j), i, j ∈ Γ0, q ∈ Z which
is extended on the whole kΓ by Leibnitz rule.

The graph Γ correspondent to the �nite di-
mensional di�erential graded category is �nite.
The �nitely generated graph Γ is called correctly
de�ned graph if its path category kΓ has no cyclic
paths and multiple edges, and, any clear closed
contour is detour graded. The dgc U is called
correctly de�ned if the underlined directed graded
graph Γ is correctly de�ned, and any clear closed
contour is active. In such a case, we call (U ,Γ) a
correctly de�ned dgc problem.

3 Reductions and forms of quiver type

3.1 Reduction of a dgc

We consider the dgc U together with underlined
graded graph Γ with Γ0 = ObU . For i, j ∈ Γ0

we have de�ned in detail in [4] the reduction
Rij : (U ,Γ) → (U ′,Γ′). Here we brie�y descri-
be the resulting dgc and graph. If the vertices i

and j are not incident on Γ then the reduction
Rij is trivial, hence Γ′ = Γ, U ′ = U . We apply
the reduction for the case in which there is single
deep arrow τ between i and j for two possible
directions.

We draw all edges as solid arrows but they
can have di�erent degrees, we depict the direction
of the arrow, if it does not matter. Suppose that
τ ∈ Γ1(i, j) is a single deep arrow with degree
deg τ = d. The general case is:

◦
i

◦
j

◦
ix

◦
iy

◦
it

◦
iz

x ��

��
y

t}}

""
zτ

//
Ri,j

///o /o /o
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◦
i

◦
j

◦
ix

◦
iy

◦
it

◦
iz

(1−τ∗τ)x ��

��y(1−τ∗τ)

τx

��

kk yτ∗

t}}

""
z

oo
a

Resulting the construction from [4] we
conclude, there is τ∗ : j → i such that ττ∗ =
1j, and 1i = 1i1 + 1i2 = (1−τ∗τ) + τ∗τ is a
decomposition on the sum of mutually commuting
idempotents. Then deg τ∗ = −deg τ = −d. There
is a new arrow a = ϕ21τ

∗ : j → i on Γ′ with
deg(a) = deg τ∗ + 1 = 1 − d, and d(a) = 0. Each
arrow x ∈ Γ1(ix, i) splits into two arrows τx and
(1−τ∗τ)x on Γ′, and a (τx) ∈ ∂

(
(1−τ∗τ)x

)
. Each

arrow y ∈ Γ1(i, iy) splits on two arrows yτ∗ and
y(1 − τ∗τ), and besides y(1 − τ∗τ) a ∈ ∂

(
yτ∗
)
.

All other arrows do not change. The graduati-
on and di�erential are de�ned in algorithmic way
from the structure of U . The di�erential on is
obtained by substitution 1i = (1−τ∗τ) + τ∗τ . Any
path crossing on i is a combination of pathes:
y1 . . . yq yx xp . . . x1 ⇐⇒

y1 . . . yq (y(1−τ∗τ) yτ∗τ)

(
(1−τ∗τ)x
τ∗τx

)
xp . . . x1.

In the second case there is a single deep arrow
τ ∈ Γ1(j, i). It can be considered similarly by
adding τ∗ : i → j such that τ∗τ = 1j and using
the decomposition 1i = 1i1 + 1i2 = (1−ττ∗) + ττ∗

to the sum of mutually commuting idempotents.
We obtain the directed graded Γ′ = (Γ0,Γ

′
1)

and the dgc U ′, the correspondent transformati-
on is denoted by Rij : (Γ,U) → (Γ′,U ′) and it is
called reduction from i to j (along the arrow τ).

Let Γ1(i, j) = {τ}. The reduction Rij : U →
U ′ is transferred to the transformation of lattices
Rij : ZΓ0 → ZΓ0 . For any x ∈ ZΓ0 we obtain:
Rij : x → x′ where x′i = xi − (−1)|τ |xj and
x′k = xk otherwise. TransformationRij : (U ,Γ)→
(U ′,Γ′) is de�ned. Sometimes we denote it by R+

ij

if |τ | is even, and by R−ij otherwise.
Note thatRijU is not augmented dgc and it is

directed cycle-free, but it is not necessarily regular.
Namely, it is possible that Γ1(k, j) = {x, y} for
some k ∈ Γ0. By the construction, in this case
d(x) = κy+ l where l ∈ P2 and |y| = |x|+1. Then
we put: x = 0, d(x) = 0, y = −κ−1l, and obtain
the new dgc U ′ with the graph Γ′. We say that U ′
is obtained from U by regularization on x, y. The
quadratic form χ and the attached vector r ∈ ZΓ0

do not change after regularization operation. The
case |Γ1(j, k)| = 2 is analogous. Given a reduced
dgc RijU , we can do some number of regularizati-

on procedures to obtain the regular dgc problem.
We call this transformation a complete reduction
and denote it with the same letter Rij.

Let Γ1(i, j) ∪ Γ1(j, i) = {τ}. The standard
root base E = {ei} of ZΓ0 transforms by the
reduction Rij to the root base E′ = {e′i} where
e′j = ej+(−1)|τ |ei = ωi(ej) and e′k = ek for k 6= j.
Then E′ is a root base as well. We denote by RijΓ
the directed bigraph associated with the root base
E′ and with the bilinear form 〈 , 〉Γ. The reduction
Rij of correctly de�ned dgc U is called admitted
if i, j are 1-connected points, it means, an edge
τ ∈ Γ1(i, j) ∪ Γ1(j, i) is deep.

Lemma 3. Let (U ,Γ) be a correctly de�ned
dgc problem having positive de�nite Tits form,
let τ ∈ Γ1(i, j) be a deep regular edge, and let
Rij : (U ,Γ) → (U ′,Γ′) be an admitted complete
reduction. Then

(
RijU ,RijΓ

)
is correctly de�ned

dgc problem and the bigraphs RijΓ, Γ
′
coincide.

The proof follows from the structure of
dgc and of the positivity of quadratic form.

Given a correctly de�ned dgc problem (U ,Γ)
we construct the compositions of admitted reducti-
ons of a type Rij. We begin with (U ,Γ) and
standard root base E of ZΓ0 . Assume that R′ :
(U ,Γ) → (U ′,Γ′) is a composition of r > 0 si-
mple reductions, and let E′ = {α′i}i∈Γ0 be obtai-
ned root base of (U ′,Γ′). For any i, j ∈ Γ0, with
1-connected on Γ′ roots α′i, α

′
j , we ful�ll reducti-

on R′′ : (U ′,Γ′) → (U ′′,Γ′′), and we construct
root base E′′ = {α′′i }i∈Γ0 such that α′′j = ωα′i(α

′
j)

and α′′k = αk for k 6= j. Reduction R = R′′R′ :
(U ,Γ, E)→ (U ′′,Γ′′, E′′) is a composition of r + 1
simple reductions, it is called admitted reduction.

For the correctly de�ned dgc problem (U ,Γ),
the root base R is called reduced root base (from
the standard base E) if there exists an admitted
reduction (U ,Γ, E)→ (U ′,Γ′, R).

Let (U ,Γ) be a dgc problem, Γ = (Γ0,Γ1,deg)
and i ∈ Γ0. We construct a new graph Γ′ =
Ti(Γ) = (Γ0,Γ1, deg′) by changing the grading
of Γ in the following way. For any a ∈ Γ1(j, i)
(resp., b ∈ Γ1(i, j)) we put deg′(a) = deg(a) +
1 (resp., deg′(b) = deg(b) − 1). The structure
of dgc problem (U ,Γ,deg) is transferred to the
problem (U ,Γ, deg′) = Ti(U ,Γ,deg) because
the condition deg′

(
d(a)

)
= deg

(
d(a)

)
trivially

holds for any a ∈ Γ1. The transposition T of
dgc problem is called shift of grading if it is a
composition of transformations of a type Ti.

18
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3.2 Forms of quiver type

We say that the dgc problem (U ,Γ) is of quiver
type (resp., of Dynkin quiver type) if there exi-
sts Q = (Q0, Q1,deg) a graded quiver (resp., a
graded quiver of Dynkin type), a reduced root
base R of the quiver, and an admitted reducti-
on (UQ, Q,E) → (UR,ΓR, R) such that problems
(U ,Γ) and (UR,ΓR) coincide. In this case bilinear
form is an Euler form of quiver, and the quadratic
form is Tits form.

Any graded quiver Q = (Q0, Q1) is inherent
in the structure of trivial correctly de�ned di-
�erential graded problem (UQ, Q,EQ0) where EQ0

is a standard base of Z|Q0|. Then, by the de�ni-
tion, any problem (U ,Γ, EΓ0) is a correctly de�-
ned whenever it is reduced from the problem
(UQ, Q,EQ0) for some Dynkin quiver Q.

Theorem 3.1. Let U be a correctly de�ned di-
�erential graded category, Γ = (Γ0,Γ1) be its
connected graded graph having a positive de�ni-
te quadratic form χ = χΓ, and E be a standard
base of ZΓ0. Then the dgc problem (U ,Γ, E) is of
Dynkin graded quiver type.

The proof of Theorem consists in modi�cati-
on and application of Theorem from [4] for the
bilinear and quadratic forms with respect to their
roots and root bases.

Corollary 1. Under the assumptions of Theorem
3.1, there is a shift of grading T : (U ,Γ, E) →
(U ′,Γ′, E) such that the dgc problem (U ′,Γ′, E) is
of classic Dynkin type.

Theorem 3.2. The directed graded graph Γ with
positive de�nite quadratic form χΓ is reduced to a
Dynkin quiver if and only if Γ can be endowed with
the the structure of correctly de�ned dgc problem.

Corollary 2. Let 〈 , 〉 be a non symmetric integer
bilinear form with associated connected bigraph
B = (B0, B1), and the quadratic form χB is posi-
tive de�nite. Then there exists a graded Dynkin
quiver Q and a reduced real root base R such that
〈 , 〉 = 〈 , 〉R if and only if there is a correctly de�-
ned dgc problem (U ,Γ, E) with E be a standard
base of Z|B0| such that bigraphs Γ and B coincide.

Example 1. For the 0-graded quiver
1• 2• 3•a // b // we consider the following root

base: R = {f1, f2, f3} where f1 = −e2, f2 =
e1 + e2, f3 = e3. The constructed bigraph ΓR
is a clear closed contour contains 3 vertices,

of a type f1

f2

f3•

•

•

33

  33] ` d where deg a12 =
deg a23 = 0, and deg a13 = −1, and the di-
�erential is given by d(a13) = a23a12. It is obtai-
ned by the sequence of reductions: R21R12.
{e1, e2, e3} 7→ {e1, we1(e2), e3} = {e1, e1 +
e2, e3}7→ {we1+e2(e1), e1 + e2, e3} = {−e2, e1 +

e2, e3} Graded graph • •

• •
//

OO
��

oo _ _

can't be reduced.
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