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Y daniti pobomi poszz2asdaembvea 360046 KAGCUPIKAULE KOpeHesux 6a3 0af HeCUMEMPUYHOL OLATHIT-
1O1 hopmu 3 do0aHO 6UHAYEHROI0 KeadpamuyHol dopmoro. Mu surxopucmosyemo meopiio dudepen-
YIGADHUL 2padylosanur Kamezopil ma npouedypy iz npueedenns. I'padytiosanuti cazatidar donyckae
MPUBLAALHY cMPyxmypy Judeperyiarvroi epadytiosanoi xamezopii. Kopenesa 6asa 2padytiosanozo ca-
2atidaxa muny Junkina, axae npusedena 3t cmandapmnoi Kopenesoi basu, susna4ac cmpyxmypy Juge-
peHuiasvhol epadytiosanoi Kamezopii ma 610n06I0HY Hecumempuury OiatHitiny dopmy. B pobomi mu
NOKAZYEMO, ULO AKULO HA KAME20DH WAATIE 36 A3H020 2padytiosanozo epada desxol necumempuyunoi 6i-
AIHIGHOT PODMU MOHCHA BUSHAMUMY CTPYEMYDPY Judeperyiarvtoi 2padyltiosanol xamezopii, Akxa 3a00-
BOALHAE OUEBUIHUM YMOBAM KOPEKTNHOCT, Mo cmandapmua 6a3a yict popmu € pedyrosanoro 3 dearozo
2padytiosanozo cazatidaka muny JJunkina. /Josederns ochoenol meopemu europucmosye meopemy 3 [4]
Ons BLATHITHUT Ma K6adPaMUYHUT (PopM 6I0HOCHO IT KOPEHIG Ma KOPEHEBUT 06a3.

Karuosi caosa: ditichuti Kopins, Giainitina gopma, dudepernyianvra 2padyliosara Kamezopia, dia-
epama JTunKina.

This work concerns with the problem of classification of root bases for the nonsymmetrical bilinear
forms with positive definite quadratic form. We use the theory of differential graded categories and
corresponding nonsymmetrical bilinear forms, and reduction algorithm for them. A graded quiver has the
trivial structure of differential category. Any root base of graded quiver of Dynkin type which is reduced
from the standard root base, defines the structure of differential graded category and the corresponding
nonsymmetrical bilinear form. In this paper we show, if the path category of connected graded graph
of some nonsymmetrical bilinear form allows the structure of the differential graded category which
satisfies the obvious conditions of correciness, then a standard basis of this bilinear form is reduced
from the standard root base of some graded quiver of Dynkin type. In this work we apply the non
classical but modified concept of root base to the classical theory of bilinear and quadratic forms and
their applications. The proof of the main theorem uses theorem from [}] for the bilinear and quadratic
forms with respect to their roots and root bases.

Key words: real root, bilinear form, differential graded category, Dynkin diagram

Communicated by Prof. Ovsienko S.A.

1 Preliminaries On the other hand, the important characteri-

stic of represented structure is the induced
The reduction algorithm of linear categories quadratic form whose roots correspond to the
and other structures is widely used in the indecomposable representations. The theory of
representation theory. This approach allows to quadratic forms is well known ([2], [3]). We
study representations inductively, reducing the give the simultaneous reduction algorithm of
corresponding categories step by step ([1]).
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transformation of the differential graded category
with special properties and the underlined bilinear
and quadratic form to the canonical forms.

Root systems are just one example among
a large number of mathematical objects of “fi-
nite type” which are classified by (some class
of) Dynkin diagrams. This approach allows to
establish a connection between forms theory and
representation theory. We use non classical but
modified concept of root base. We prove that
under certain finiteness and correctness conditi-
ons a root base is reduced to some classic one by
certain transformations.

2 Differential graded categories and di-
rected graded graphs

2.1 Graphs and forms

Let I' = (I'p,T'1,deg) be a finite directed graded
graph with vertex set I'y, the arrows set I'y C
o xTg. The graph I is called graded (or Z-graded)
if there is the map deg : I'y — Z, such that
1Y = || T{{.3) = deg'(g), Ty = | |T7.
i,jelo qEZL
The graph T is assumed to be finite which means

that |Tg| < oo and all vector spaces kI'y(i,7) are
finite dimensional.

Let k be an algebraically closed field. Given
a finite graded directed graph I' = (T'g, ', deg),
we consider kI' the k-linear path category of the
graded graph I' which is freely generated over k
by all the pathes on I'. The category kI inherits
the graduation from I' in a natural way.

We denote by |a| = dega (mod 2) the parity
of deg a. We regard 'y as a union I'y = T{UTT wi-
th TY be a set of arrows of even degree, and T'{ be
a set of arrows of odd degree, the arrows of degree
0 (resp, of degree 1) are called and pictured as
solid (resp., dotted) arrows. The graph T is called
bigraded or bigraph if d : I'; — {0,1}. The graph
I is called classic if deg(a) = 0 for any a € T';.

For any a € T'1(4,7), we denote by a the di-
rected edge from ¢ to j having the degree dega =
la], and we put T'; = {a | a € T1}. We denote by
T = (T'g, 1) the directed bigraph obtained from T
by taking degree modulo 2. Here Ty = T'Y UT1.

Furthermore, for any a € T'1(i,7), we denote
by a the undirected edge between vertices i and
j, and we put I't = {a@ | a € I'1}. We denote
by I' = (I'p,I'1) the undirected bigraph obtained
from T by deleting the orientation of the arrows.
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So defined graph T will be called the scheme of T.

All graphs to be considered are assumed to be
finite.

We associate with the directed graded graph I’
the non symmetric bilinear form (, ) : ZI'ox 7z —
Z together with its quadratic form y. We denote
by E = {eilier, a standard base (system of
generators) of the lattice Z'°. The elements of Z!'©
will be written as either x = (z;) or x = Y z;e;.

i€l
Define a non symmetric bilinear form (—,—)
(—, =) : Z' x Z'o — 7, called the Euler form of
I: for x = (2;), v = (yi) € Z'°,

xy)=> myi— Y, ()",

SN a€l (i,5)

By the definition, the bilinear forms (—, —)p and
(—, =) are identical. The symmetrization of Euler
form (x,y) = (x,y) + (y,x%) is independent of the
orientation of I', so it is defined by I and it is
called the symmetric Euler form of T'. The integer
unit quadratic form x : Z' — Z such that

X(@) =Y ai— > (-1l

i€l ael1(i,j)

associated with the Euler form (—, —) is called the
Tits form on ZI'0 it only depends on the graph r.

Recall that a quadratic form y is called posi-
twe definite if x(z) > 0, for all z # 0. The
classic connected undirected graph having the
positive Tits form is one of Dynkin diagrams.
The connected directed graded graph I is called a
(graded) Dynkin quiver if its scheme I is a Dynkin
diagram, and classic Dynkin quiver (or O-quiver)
if I' is a classic graph and we assign to each arrow
the degree 0.

In path category kI', we denote coefty, ., o =
Kk, k € k whenever x = kx1...2} + ... is a basis
decomposition. In the category kI', we have such
that degx1xo ... 25 = Zle deg ;.

The full subgraph I'g, S C T'g is called closed
contour if there is an ordering S = {iy,...,ix}
such that |F1(ij, ij+1) @] Fl(ij+1, ij)‘ >0, 7=
1,...,k—1,and |T'1(i1, ig) UT1(ig, i1)| > 0. The
closed contour I'g, S = {i1,...,ir} C I'g is called
clear if T'1(is,i¢) UT1(d4,15) = &, [s—t > 1
(mod k). The closed contour I'g is called cyclic
paths if [T'1(ij,ij41)] >0, j=1,...,k—1, and
IT'1(ik,11)] > 0. The closed contour I'g is called
detour graded contour if T'1(ij,i41) = {aj},
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j=1,...,k—1, and T'1(i1,ix) = {a}, besides
k—1

dega = ) dega;.
i=1

In ftirther considerations, we will consider the
class of graphs with some restrictions. The finite
directed graded graph I' is called correctly defi-
ned graph if its path category kI’ does not have
cyclic paths and multiple edges, and, moreover,
any clear closed contour is detour graded. Then
we have I'1(4,7) = @, |I'1(4,7)| < 1, and |T'1(7,5)| -
IT'1(j,7)] = 0 for any 1 < 4,5 < |Ig|. The Tits form
xr in such case is unit which means that coefficient
on ZL'ZQ equals 1.

Let I'" be a correctly defined graph. For the
elements of standard base E holds (e;,e;) =
x(ei) 1, and T'i(4,j) @. Moreover,
‘f[l)(ln]) max{*<eivej>70}7 and |f%(l’3)|
max{(e;, e;),0}.

2.2 Real roots and Weyl group

We consider a correctly defined finite directed
graded graphs ' = (T'o,T'1,det) together with
underlined bigraph T, its scheme f, quadratic
forms x and correspondent bilinear form (,).

For any =z € Z' such that (v,2) = 1,
we denote by o, the reflection of Z'™ on the
hyperplane orthogonal to z, then o,(y) = y —
2(x,y)x, y € Z'. For simplicity, we assume I'g =
{1,2,...,n}, n = |T'g|, then ZI'0 ~ Z" We give a
widely knows description of the basic properties of
reflections.

Lemma 1. For any z,y,z € Z", (z,x) = 1 there
are: 1) 02 = idgn, s0 0, : Z™ — Z" is an involuti-
on map; 2) 0—4(y) = 02(y); 8) 02(—y) = —02(y);
4) oa(x) = —x; 5) (02(y),02(2)) = (y.2); 6)

Oo,(y)(2) = 00y0, ' (2).

The reflection with respect to i-th element of
standard base E is defined by o;(y) = y—(y, ei)e;.
In this case, we call o; a simple reflection on Z'°,
we call e; a simple root, and denote by II,, the set
of all simple roots.

Define the Weyl group W of the graph I' to
be the subgroup of Aut(Z!°) generated by the si-
mple reflections o; respectively to the elements of
standard base E. Because the symmetric bilinear
form (—,—) is independent of the orientation of
I', the group W is independent of the orientation
of T, so is defined by I' (or, equivalently, by the
quadratic form y). An element of Z'0 is called a
real root provided it belongs to the W-orbits of
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some e;, The set ¢, = (IL,) C Z"0 is called

ngw
the set of real roots of x (obviously, each z € ®,
satisfies x(z) = (z,z) = 1). The root x € Z'0 is
called sincere if x; # 0 for all ¢ € I'y. It is well-
known that all real roots of the classic Dynkin qui-
vers are positive or negative.

Any generator set R = {a; },.1; of the lattice
7Y ~ 7" is called a root base with respect to the
graph I' (and to the bilinear form (, )r), if a; € @,
for any i € 1,n. We denote by I'r = IV = (I'{,,I'})
the directed bigraph constructed in the following
way: (i) Ty = R; (ii) for any 4,j € 1,n, i # j there
are | (o, o) | edges from I'} (o, a;) either of degree
0 if (a4, ;) < 0, and of degree 1 otherwise; (iii)
T (cvi, )| = @. Note that for the positive defini-
te form, (a4, ;)| < 1and (a;, ) = 1. Wecall T'g
the directed bigraph associated with a root base R
and non symmetric bilinear form (, ).

The root base R is correctly defined if
its underlined graph I'p is such. In this case
Fll(aivai) =4, ‘Fll(a%aj)‘ <1, and ’F/l(ai’aj)’ :
T (aj, ;)] = 0 for any 4,5 € 1,n. We say that
the correctly defined graph I" = T’y is graded
correctly if deg(a) = (a;,;) (mod 2) for any
a €T (o, ), i,j€l,n,i#j.

Let {e;};,c15; be a standard root base of the
lattice Z' ~ Z". For i € I'y, we denote by T} :
Z"™ — Z" the Z-linear transformation: Tj(e?)

el if t#1;
{ —et, if t=1.
in the vertex i. For 1, j € I'g, we denote by T7; :
Z" — 7" the Z-linear transformation (|3], [4]):

el if t+#£1; .
T = { o + (~)ltVled | if 75 with
e = ()83 € {4+ =} If a degree |{i,j}] is
even then we call T;S an inflation for x, if |{1i,j}|

)

We call T; a sign change for x

is odd, we call Tj; a deflation for x.

We denote the corresponding transformations
of quadratic form and an integral lattice Z" by the
same letter. So there are T : x — X' = xT for the
quadratic form and T : r — r’ = rT for vector

r = Y rjej, such that »  rje; = > 7"393 or
jel e J&
x(r) = X/ (¢').

Two integral forms y,x’ : Z" — Z are called
equivalent (or Z-equivalent) if they describe the
same maps up to above changes of basis, that is,
if there exists a linear Z-invertible transformation
T : 7" — Z"™ which is a composition of admitted
transformations such that x’ = xT. The next si-
mple lemma holds.
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Lemma 2. Let T : x — xT be an equivalence of
the quadratic forms. If x s an integral unit form,
then xT is an integral unit form as well, and xT
is positive (non negative, critical) if and only if x
is positive (non negative, critical).

Theorem 2.1. (/3/)Let x be a connected integral
positive unit form, T its directed bigraph. Then
there 1s a sequence of sign changes and deflations
with the composition T such that the bigraph T'T
of the form xT is a 0O-forrest of Dynkin type. For
the positive form, T'T is a disjoint union of some
of the following Dynkin diagrams: A, (n > 1), D,
(n >4), or E, (n =26,7,8). The Dynkin type is
uniquely defined by x.

2.3 DGC structure

The k-linear category U over an algebraically
closed field k is called graded if it is endowed
with a multiplicative mapping deg : U — Z
and U(i,j) = Bgezly(i,j) is a sum of finite
dimensional vector spaces U,(i,j) = deg '(q),
i,j € ObU. For = € U, we denote |z| = degz
(mod 2) and & = (—1)1*lz. The graded k-category
U is called the differential graded category or dgc
if there is the differential d : &4 — U which maps
d:Uy(i,j) = Upr1(i,3), ¢ €Z,1,j € OblU, and
the following properties hold:

1) d(1;) =0, i € OblU,

2) Leibnitz rule:

= Zleil .. -ii—ld(xi)l‘i-i-l RN

= YDz ()

3) d®2 = 0.

Let I' = (T'o,I'1,deg) be a graded directed
graph, and let kI" be its path category. We denote
coeff;, 2, ¢ =K, k € k whenever v = kx1 ... 2 +

. is a basis decomposition. The category kI’
inherits the degree (graduation) from I" such that
degzi2o... 78 = Zle deg x;.

The full subgraph I'g, S C I'g is called closed
contour if there is an ordering S = {i1,...,ix}
such that ‘Fl(ij7ij+1) U Fl(ij+1,ij)’ >0, 7=
1,...,k—1, and |F1(i1, ik) UFl(ik, il)‘ > 0. The
closed contour I'g, S = {i1,...,ix} C I is called
clear if I'1(is,1i¢) UT1(ig,15) = @, |s—1t] > 1
(mod k). The closed contour I'g is called oriented
cycle it T'1(ij,1j41)| >0, j=1,...,k—1, and
IT'1(ig, i1)] > 0. The closed contour I'g is called
detour graded contour if T'1(ij,ij41) = {aj},
j = 1,....k — 1, and I'1(i1,ix) = {a}, besi-

d(:L‘l e Ly 1TG .. xk;) =
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k—1

des dega = ) dega;. Denote x;; the edge from
j=1

the vertice starting in i and ending in j. Detour

contour I'g is called active (or contour of differenri-
al type) if kKzi,5, ... 21, ,i, 1S a summand of di-
fferential of the edge xi,i,. The edge a € I'1(4, j)
is called deep if there are no other pathes on I' from
i to j. The edge a € T'1(4, j) is called minimal if
d(a) =0.

We consider a dge U with [ObU| < oo. Defi-
ne the underlined directed graded graph I' = I'(i4)
such that T'o = ObU, and T'y(i,j) is a basis
of (U/U®?)(i,]), i,j € T with the induced
graduation. The differential d induces the map
d: Y — kg+1(3,j), 1i,j € o, ¢ € Z which
is extended on the whole kI' by Leibnitz rule.

The graph I' correspondent to the finite di-
mensional differential graded category is finite.
The finitely generated graph T' is called correctly
defined graph if its path category kI' has no cyclic
paths and multiple edges, and, any clear closed
contour is detour graded. The dgec U is called
correctly defined if the underlined directed graded
graph I' is correctly defined, and any clear closed
contour is active. In such a case, we call (U,I') a
correctly defined dgc problem.

3 Reductions and forms of quiver type

3.1 Reduction of a dgc

We consider the dgc U together with underlined
graded graph I' with I'y = ObU. For i,j € I'y
we have defined in detail in [4] the reduction
Rijy : (U,T) — (U',T). Here we briefly descri-
be the resulting dgc and graph. If the vertices i
and j are not incident on I' then the reduction
Rij is trivial, hence IV = T, U' = U. We apply
the reduction for the case in which there is single
deep arrow 7 between i and j for two possible
directions.

We draw all edges as solid arrows but they
can have different degrees, we depict the direction
of the arrow, if it does not matter. Suppose that
7 € I'1(i,j) is a single deep arrow with degree
deg 7 = d. The general case is:

o o
ig it
2\ e
v, TS5 R
/ i J\ ]
) O
iy i,

17
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O —r o

1z 1¢
(1-r*r)z \ e
Qa O- z

y(-r"1) /i /J\ o

iy < _y7* iz

Resulting the construction from [4]
conclude, there is 7* : j — i such that 77*
1, and 1; = 15, + 13, = (") + 7% is a
decomposition on the sum of mutually commuting
idempotents. Then deg 7* = —deg 7T = —d. There
is a new arrow a = 17" : j — i on IV with
deg(a) =degm* +1=1—4d, and d(a) = 0. Each
arrow = € I'1(ig,%) splits into two arrows 72 and
(1—7*r)z onI", and a (tz) € O((1—7*7)x). Each
arrow y € I'1(4,14y) splits on two arrows y7* and
y(1 — 7%7), and besides y(1 — 7*7)a € O(y7*).
All other arrows do not change. The graduati-
on and differential are defined in algorithmic way
from the structure of U. The differential on is
obtained by substitution 1; = (1—7*) + 7*. Any
path crossing on i is a combination of pathes:

Yl Yg YT Tp ... T1
%
yi---yq (y(1=7"7) Z/T*T)< (17_:7_7236 ):Ep...xl.

In the second case there is a single deep arrow
7 € I'1(j,i). It can be considered similarly by
adding 7* : i — j such that 7*7 = 15 and using
the decomposition 1; = 15, + 15, = (—77%) + 77*
to the sum of mutually commuting idempotents.

We obtain the directed graded I" = (T'o,I)
and the dgc U’, the correspondent transformarti-
on is denoted by R;; : (I',U) — (I',U’) and it is
called reduction from i to j (along the arrow 7).

Let I'i(i, j) = {7}. The reduction Ryj : U —
U' is transferred to the transformation of lattices
Rij : ZVo — 7Y For any z € Z'0 we obtain:
Rij Tr; — (—1)|T‘ﬂ£‘j and
xj, = x), otherwise. Transformation Rsj : (U,T') —
(U',T") is defined. Sometimes we denote it by Rfj
if |7 is even, and by R;j otherwise.

Note that R;;U is not augmented dgc and it is
directed cycle-free, but it is not necessarily regular.
Namely, it is possible that I'1(k, j) = {x,y} for
some k € I'g. By the construction, in this case
d(x) = ky+1 where I € P? and |y| = |z|+ 1. Then
we put: x = 0, d(z) = 0, y = —x~!l, and obtain
the new dgc U with the graph I”. We say that U’
is obtained from U by regularization on x,y. The
quadratic form x and the attached vector r € ZI'
do not change after regularization operation. The
case |I'1(j,k)| = 2 is analogous. Given a reduced
dgc Ri3U, we can do some number of regularizati-

we

: x — x where 2/
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on procedures to obtain the regular dgc problem.
We call this transformation a complete reduction
and denote it with the same letter Rj;.

Let I'i(i,j) UT1(j,i) = {r}. The standard
root base E = {e;} of Z' transforms by the
reduction Rij to the root base E' = {e}} where
e = ej+(—1)"le; = wi(e;) and e, = ey for k # j.
Then E' is a root base as well. We denote by R;;T
the directed bigraph associated with the root base
E’ and with the bilinear form (, )r. The reduction
Rij of correctly defined dgc U is called admatted
if 1, j are l-connected points, it means, an edge
Tel(1,j)UTl(j,1) is deep.

Lemma 3. Let (U,I') be a correctly defined
dgc problem having positive definite Tits form,
let 7 € T1(i,j) be a deep reqular edge, and let
Rij : (U, T) — U, T') be an admitted complete
reduction. Then (RijU,RijI‘) 18 correctly defined
dgc problem and the bigraphs Ri;I, T coincide.

The proof follows from the structure of
dgc and of the positivity of quadratic form.

Given a correctly defined dgc problem (U,T)
we construct the compositions of admitted reducti-
ons of a type Rij. We begin with (U,I') and
standard root base E of Z'0. Assume that R’ :
U,r)y — (U',I') is a composition of r > 0 si-
mple reductions, and let E' = {c/}ier, be obtai-
ned root base of (U',T”). For any i,j € Ty, with
l-connected on I" roots «;, a’, we fulfill reducti-
on R" : (U, T") — U",T”), and we construct
root base E” = {aj'}ier, such that of = wy(a))
and o = aj, for k # j. Reduction R = R"R’ :
U, E) — (U",T”,E") is a composition of r + 1
simple reductions, it is called admitted reduction.

For the correctly defined dgec problem (U, T),
the root base R is called reduced root base (from
the standard base E) if there exists an admitted
reduction (U,T,E) — (U, T", R).

Let (U,T') be a dgc problem, I" = (T'g, I'1, deg)
and i € I'g. We construct a new graph IV =
Ti(T) = (To,I'1,deg’) by changing the grading
of T in the following way. For any a € I'1(j,1)
(resp., b € T'1(1,j)) we put deg’(a) = deg(a) +
1 (resp., deg’(b) = deg(b) — 1). The structure
of dgc problem (U,T",deg) is transferred to the
problem (U,T,deg’) T:(U,T,deg) because
the condition deg’ (d(a)) = deg(d(a)) trivially
holds for any a € I'y. The transposition T of
dgc problem is called shift of grading if it is a
composition of transformations of a type 7;.



Bicnux Kuiscvkoz2o Hayionaavbto20 yrisepcumemy

Bulletin of Taras Shevchenko

iment Tapaca Hlesuwenra 2014, 4 National University of Kyiv
Cepia: Pi3uro-Mamemamushi HGYKY Series: Physics & Mathematics
3.2 Forms of quiver type base: R = {f1, f2, fs} where fi = —eg, fo =

We say that the dgc problem (U,T") is of quiver
type (resp., of Dynkin quiver type) if there exi-
sts @ = (Qo,Q1,deg) a graded quiver (resp., a
graded quiver of Dynkin type), a reduced root
base R of the quiver, and an admitted reducti-
on (Uy,Q,E) = (Ur,T'r, R) such that problems
(U,T) and (Ugr,T'Rr) coincide. In this case bilinear
form is an Euler form of quiver, and the quadratic
form is Tits form.

Any graded quiver @ = (Qo, Q1) is inherent
in the structure of trivial correctly defined di-
fferential graded problem (Ug, @, E®0) where EQ0
is a standard base of ZI9! Then, by the defini-
tion, any problem (U ,I‘,EFO) is a correctly defi-
ned whenever it is reduced from the problem
(Ug, Q, E?°) for some Dynkin quiver Q.

Theorem 3.1. Let U be a correctly defined di-
[ferential graded category, I' = (Io,T'1) be its
connected graded graph having a positive defini-
te quadratic form x = xr, and E be a standard
base of Z'. Then the dgc problem (U, T, E) is of
Dynkin graded quiver type.

The proof of Theorem consists in modificati-
on and application of Theorem from [4] for the
bilinear and quadratic forms with respect to their
roots and root bases.

Corollary 1. Under the assumptions of Theorem
3.1, there is a shift of grading T : (U, E) —
(U, T, E) such that the dgc problem (U', T, E) is
of classic Dynkin type.

Theorem 3.2. The directed graded graph T' with
positive definite quadratic form xr is reduced to a
Dynkin quiver if and only if I' can be endowed with
the the structure of correctly defined dgc problem.

Corollary 2. Let (, ) be a non symmetric integer
bilinear form with associated connected bigraph
B = (By, B1), and the quadratic form xp is posi-
tive definite. Then there exists a graded Dynkin
quiver Q@ and a reduced real root base R such that
(,)=1{(,)r if and only if there is a correctly defi-
ned dgc problem (U,I',E) with E be a standard
base of Z\Pol such that bigraphs T and B coincide.

Erample 1. For the 0-graded
1 a_ 2 b _3

o———>e———>o we consider the following root

quiver
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e1 + es, f3 = e3. The constructed bigraph I'p
is a clear closed contour contains 3 vertices,
o

of a type flo _ _}'ﬁ” where degajo =
degazs = 0, and degajs = —1, and the di-
fferential is given by d(a13) = aggaqa. It is obtai-
ned by the sequence of reductions: Roi Ris.
{e1,e2,e3} =  {e1,we (€2),e3t = {er,er +
e2,e3f> {Wetey(€1),€1 + €2,e3} = {—ez,e1 +

e<— — o

ea, ez} Graded graph f»_.;! can’t be reduced.
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