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A method synthesis of selection function scalar convolutions for the
multi-objective decision-making problems

S. V. Chernysh, le. S. Meniailov, K. M. Ugryumova, M. L. Ugryumov
N.E. Zhukovsky National aerospace university «KhAly, Ukraine

The statement of the estimation problem for selection functions and sought values in
multi-objective problems is considered. The authors propose a method of synthesis of
selection function scalar convolutions in multi-objective problems of mathematical
model identification, optimization and decision-making. The types of scalar
convolutions of selection functions have been obtained, which are specific to some
practical problems of such kind. Application of the scalar convolutions as a tool for
solution synthesis with the help of regularizing algorithms provides the stable effective
estimates of values sought when data are a priori uncertain.
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PosrnmsimaeTbess mocTaHOBKAa 3ajadi OLIHIOBaHHS (YHKIi BHOOpPY Ta IIyKaHHX
BEJIMYMH B OaraTOKpHUTEpialbHUX 3aJadax IpH amnpiopHii HEBH3HAYEHOCTI NaHUX.
3anporoHOBAaHO METOJ CHHTE3y CKAIPHUX 3TOpPTOK GYHKIIH BuOOpYy s
OaraTokpuTepiabHUAX 3a1ad iMeHTU(IKalii MaTeMaTHYHUX MOZEJCH, ONTUMi3amii Ta
HOPUHHATTS pimeHs. OTPUMaHO BHIM CKAJIAPHUX 3rOPTOK (QYHKIINA BHOOpY AJS Py
NPaKTUYHHUX 3aBJaHb IIbOTO THITY. 3aCTOCYBaHHs OTPUMAHUX CKAJSIPHUX 3TOPTOK IPH
CHHTE3i pilleHb 3a JONOMOIOI0 pEryJspi3ipylounX aJropuTMIB 3a0e3NeyuTh
OTpUMaHHs CTabUTPHUX e(EeKTHBHHUX OLIHOK BEIWYHUH, L0 MOTPEOYIOTh MOMIYKY MPU
ampiopHiif HEeBU3HAYECHOCTI JJaHUX.

Knrouosi cnosa: mamemamuune MoOeNOSAHHs, CMOXACMUYHA ONMUMIZAYIS, OOYUCTIOBANbHI
Memoou.

PaccmarpuBaeTcss TOCTaHOBKA 33/audl OIECHWBAHMS (DYHKIHH BBIOOpAa W HCKOMBIX
BEJIMYMH B MHOTOKPUTEPHAJbHBIX 3aJayax IpH allpUOPHOH HEONpeNeIeHHOCTH
JNaHHbIX. [IpeasyokeH MeToJ CHHTe3a CKasIPHBIX CBEPTOK (YHKLMH BbIOOpa JUIs
MHOTOKPHTCPHAIBHBIX ~ 33Jad  WJICHTHOUKAMKM  MaTeMaTHYeCKUX  MOJeleH,
ONTHMH3AIMU U NPUHATHS perueHnil. [1omydeHbl BUIbI CKaJIAPHBIX CBEPTOK (yHKIMI
BEIOOpa U psfa TPAaKTHYECKUX 3a4ad 3TOro THma. [IpiMeHeHHe MOTydeHHBIX
CKASIPHBIX CBEPTOK IIPH CHHTE3€ pENICHHH C MOMOINBIO PeTyIpU3HPYIOIIINX
ITOPUTMOB OOecIeYnBaeT IMOMyIeHHE CTA0OMIBHBIX 3()(HEKTUBHBIX OIEHOK MCKOMBIX
BEJINYHH TIPH allpHOPHON HEONPEIEeTICeHHOCTH JaHHBIX.

Knroueevie cnosa: mamemamuyeckoe /MO()EJZMPO6HHM€, cmoxacmudeckasa  onmumusayus,
BHIYUCIUMETIbHBLE MEMOObL.

1. The problem statement and actuality

Let us consider as an object of study the processes of selection functions and
sought values estimation in multi-objective problems of mathematical model
identification, optimization and decision-making in the case of the a priori uncertain
data.

In accordance to the Law of Requisite Variety (W. Ross Ashby's law), the creation
of a problem resolving system requires that the system's variety is greater than one of
the problem being addressed, or the system is able to produce such a variety. The
Ashby's law obviously implies that introduction of information redundancy may be
chosen by decision-makers (DM) as one of the ways to improve the quality of
estimation in the course of the above problems' solution synthesis.
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As it is known, when structuring the above named problems, whose data are
random variables, an uncertainty appears in the choice of metrics for estimating the
selection functions and sought values (parameters, control variables or state variables).
Thus, for solving ill-defined problems of such kind, the regularizing algorithms should
be used that will provide the stable effective estimates of sought values, while the
mathematical models based on them will possess the property of robustness.

Already a lot of works were published, which were devoted to description of the
methods of selection functions and sought values estimation in multi-objective
problems of mathematical model identification, optimization or decision-making
during technical and medical-biological systems designing, improvement, and
diagnosing.

For structuring the problems of multivariate observation classification, the
A. N. Kolmogorov's concept of power averages [1] has being widely used. According
to this concept, for partitions quality estimation, a number of functionals are proposed:
the interclass distance (e.g., the Mahalanobis type distance), the measure of
concentration of points in each partition, the measure of intraclass scattering (e.g.,
generalized intraclass dispersion).

As a computational method for the synthesis of quasi-solutions of ill-defined
problems, the decision regularization method by A. N. Tikhonov [2] has being often
applied, in which the smoothing functional serves for a scalar convolution of selection
functions. This smoothing functional contains as a supplemental summand some
stabilizing functional (fitness function), which, on the one hand, allows taking into
account the decision maker's system of preferences, and on the other hand, ensures the
method correctness. When choosing the stabilizing functional, one has to take into
account a number of conditions [2]; in particular, this functional should be continuous,
non-negative, and convex.

The big amount of publications devoted to mathematical issues both in multi-
objective optimization, formulated as stochastic problems, and in robust optimal
design can be found in proceedings of World Congress of Structural and
Multidisciplinary Optimization (WCSMO).

The following locally stochastic methods (including those based on self-
organization) are used as computational methods for solution synthesis in stochastic
optimization problems:

- stochastic quasi-gradient algorithms [3];

- evolutionary (genetic, immune) algorithms [4-8];

- multi-agent methods (simulation of motion in migrating flights or in ant and
bee colonies).

In proceedings of Genetic and Evolutionary Computation Conference (GECCO),
one can find many publications devoted to evolutionary methods in stochastic
optimization issues.

The analysis of the existing literature sources shows that the development of
estimation methods for selection functions and sought values in multi-objective
problems of mathematical model identification, optimization and decision-making,
especially in the case of the a priori uncertain data, faces a number of mathematical
issues:
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- shaping of the decision-maker's system of preferences: the generalized choice
functions (the scalar convolutions), the system limitations, and the correctness set;

- structuring of the regularizing algorithms of the quasi-solutions synthesis.

It should be noted, that in the most of works devoted to the selection functions and
sought values estimation in the above listed problems, there is no analysis of
significance of nonlinear model variables based on their correlation and measurement
accuracy.

Thus, there is a need to improve existing and develop new mathematical methods
for selection functions and sought values estimation in multi-objective problems of
mathematical model identification, optimization and decision-making in the case of
the a priori uncertain data.

This article is devoted to the development of such method of selection function
scalar convolution synthesis in multi-objective problems, which, in order to improve
the quality of estimation, takes into account the measurement accuracy. The case of
the pairwise correlation between the values of participating variables is considered.

2. Statement of the problem and a method of selection functions and sought
values estimation in multi-objective problems with the a priori uncertain data

Let X'is a vector of random variables (the model parameters, control variables,
and state variables), whose dimension is M ; F % is a vector of random variables
(measurement data, selection functions), whose dimension is /. The values F° can
be found using the initial mathematical model (IMM) of the subject of investigation,
presented in the form F° = F(X"), where F is a vector function.

Let us define the projections of X° and F° as the random variables with normal
distribution having given mathematical expectations, standard deviations, and

correlation matrices. This allows considering X° and F° as systems of several
random variables with the multidimensional normal distribution.

In accordance with the A. N. Kolmogorov's concept of power averages, we will use
the Student’s statistics as criterion for testing the hypothesis of equality of distribution
centers for representative samples of two multidimensional general populations ¢, and
the multidimensional analogue of Romanovsky criterion for testing the hypothesis of
equality of covariance matrices Ro :

t= ,/”T“MDz , @2.1)

where n, is the dimension of samples from the general populations;
MD - Mahalanobis distance;

Rozu,k: -2, (2.2)

2k )

where x> = (O'O)TRGO is the multidimensional analogue of Pearson's

na
N
chi-squared test;
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N is dimension of X ° (or F° );

O'0={O-Z}, n=1.N;
O-Vl

(o}

o, - standard deviations of variables x € X° (sign * marks target

values);
R - correlation matrix.

The difficulty of developing quality criteria in the problems of optimization and
decision-making lies in identification of such formal relational systems, which would
be isomorphic (or, at least, homomorphic) to the given empirical relational system.
This correspondence is usually defined by a coordinating scale of relational systems,
which in our case can be represented by a cortege of the form:

0
{F ’¢’tFa§aR0Fa§al//t’l//Ro}a (23)

where F',t,,Ro, - carriers of relational systems;
@,&,¢ - binary relations of priority;
W, ,Wpr, - isomorphisms between F° and t. (2.1), F° and Ro, (2.2),
respectively.
Expression of the form F ¢13' ", where F= (M [F 0162 ), F' = (F *,1), means that
solution F' is equivalent to the target values F , if the predicate value is true:
(mlFe]-F|<e, (o2 -1<e,)

Relation of the form ¢,&f,,  means that if ¢,<g, <t where

crt?

t

o = 1 n,+n,—2.a » then one can assume with the reliability P=1-« that

divergence of averages M [F 0] and F~ is not significant (is random). Similarly,

Ro.CRo,,, means that if Rop <¢ep, < Ro.,;, where Ro_, = Ro then, with the

Ny g 0 2
reliability * P =1—« , it can be assumed that accuracy of estimates of averages, which
are compared, is the same.

Mappings v, and v, define the correspondence between the properties of the

samples F° described informally and the properties of criteria ¢ » and Ro,, which

have formal definitions.

Thus, having in mind reduction of the problem overall dimension, we have
aggregated the variables with the help of introduced quantitative scale (2.3) (the scalar
convolutions of selection functions are obtained).

Further, assuming the isomorphism of maps y, and Y, , let us estimate
parameters of distributions represented by samples X° and F°, which is equivalent
to looking up a solution in such form:

X =(m[x]s)
Let us find the density of probability distribution of several joint events:
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pltx,Roy.tp,Rop)=plix,Rox)-pltp /ty,Royx ) p(Rop It ,ty,Rox) (24)
where p(tx Roy ) = p(ROX/tX ) p(tx ) :
Then, according to Bayes' formula, the expression for the a posteriori probability
density (t - Ro x) after n, measurements of F° looks as:
): p(tX’ROX’tF’ROF)
p(tF ,Rop )

p(t,,Ro, /t,,Ro,

2

where, by the formula of total probability:
pltp,Rop)=plix ) pltp,Rop /1y )+ p(Rox)- pltp,Rop /Roy ) (2.5)
Let us consider some possible hypotheses, which, if adopted, would simplify the
equality (2.5).
In the first case, taking into account that the IMM is deterministic, we have:
p(tF,RoF):p(tX)+p(R0X). (2.5a)
In the second case, assuming that the IMM is deterministic and Ro,. does not
depend on X" (the homoscedasticity hypothesis), we have:
p(tr,Ro;)=c, (the uniform distribution), (2.5b)
or
p(tF ,Ro,. ) = p(AFO /FO,E;,Q) (the noise model), (2.5¢)
where ¢,0 are the hyperparameters of the noise model.
Let us define the log-likelihood function
L(X/tp,Rop)z—lnp(tX,RoX /tF,ROF)=—lnp(tX)—lnp(R0X /tX)— (2.6)
lnp(tF /tX,RoX)—lnp(ROF /tF,tX,RoX)+ lnp(tF,ROF). .
Further, let us take into account that the statistics 7, and Ro, are random
variables whose distribution laws tend to normal one with mean equal to zero and
variance equal to unity, when 7, — 0.

Obviously, the final form of the scalar convolution of selection functions (2.6) will
depend on the accepted hypotheses, for example (2.5a) - (2.5¢). Thus, in (2.5a)-case,
which is typical for the identification problems, we have

5 1
L(X/tF,RoF)=E(t§ +Ro,), (2.6a)
in (2.5b)-case, typical for decision-making, we have

L(AA’/tF,RoF):%(tﬁ+RoF+tff+R0X)+CL. (2.6b)

Hence, the estimation problem X Z(M [X 0],02() can be reduced to multi-
objective problem of stochastic optimization with mixed conditions (MPSOMC),
whose quasi-solution, according to the principle of maximum likelihood, is:

A}:arginfL(AA’/tF,RoF ), (2.7)

XeDy
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where D, 1is a correctness set, which, in the general case, is defined by the DM's
system of preferences.

3. The results of synthesis of selection function scalar convolutions for the
multi-objective problems with the a priori uncertain data

Let us consider some particular cases of scalar convolutions of selection functions
for a number of practical problems of mathematical model identification, optimization,
and decision-making.

The identification problem. Let us assume that R, = E,n, =2. Using (2.6a),

we obtain:
L()A(/tF,ROF):
P I 2
LZZ . -(1+00 f2+(a° )2 :
2P ;215 Gf, Jisp fisp

h A, =f—- .*,G— M/— ;
where /i f; f; 300 max

Aof_ is the relative error of f;, in percentage.

i

It is the form shown in (3.1) that should be used as the scalar convolution of selection
function in the case of the identification problem.

2
1 2 p L Asp ( 0 )‘2 {( 0 )2}
E=—0o P 4 Lol ) : , (3.1
2P1pzzly El T o I R L G-1)

y =0,95..0,99

where [, is a fitness function (FF);
fﬁt(d)zl—exp(—C-d), C>1, d is an argument of FF (d > 0);
[ is a regularization parameter.
MPSOMC. Let us assume that R, = R, = E . Using (2.6b), we obtain:

2
1 ’f/,

Ag ( T
4 l+o |/ a—
21 2 o*jz /i N2k

L& /tp Rop )=

+

i=1

i

2
X xm _k‘

2
1 M| (A -2
+— 4 = (1+GO ] +— |+,
2MmZ::1 { : ] o N2k g
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AN
(o3

Mo, =, [, )]

(0,)

O':; are the values of mathematical expectation and standard deviation of

where Aﬁ :Ma[fl.]—fl.*, ;(i =n, M“[(

A :Ma[xm]_x:1’ %im :na

X,
variable x, for the prototype.

It is the form shown in (3.2) that should be used as the scalar convolution of
selection function in the MPSOMC-case

2 ] 2
1 < A, 0 Y2 Zﬁ_k‘
E=— 4 —=-| \l+o, +B-f —
205 T (af]( f') Bt 2k
B 3.2)
2 2
1 ¥ A B Xh =K
+— N4 =] (1+0?° +B-ful —— |-
2M gt ff!t (me J ( xm) ﬂ fﬁ \/ﬁ

Obviously, another cortege of the form (2.3) can contain the alternative statistics,
as well as their distribution laws, depending on the additional information and
assumed heuristics.

Let us define a measure of informativeness of a system as its average entropy:

S(F°)=[s(F°)-glar*).
where S(FO ) = —p(F0 )log2 p(F0 );
(p(dF 0) is an a priori probability measure F° = F (X )
Let us choose statistics H instead of statistics Ro, where H is the mutual

information: some statistical function of two random variables, which describes the
amount of information about one of these variables contained in another one. Then the

mutual system information / . can be obtained from the formula:
Hy=hp(FO tpnty Hy )=S(F°)=S(F* /tp.t, . H ).
Let us take as a basis such heuristic, according to which the statistics /A . should
satisfy the distribution law of the form:

p(HF /tF,tX,HX)~ exp(—ﬁ-HF).
Then, in the case (2.5a) instead of (2.6a), we obtain:

L(f(/zF,HF)=%z§ +p-H,. (3.3)

1

Let us assume that R, = E . In this case H . = 11’1[1_7](62 )2 } +Cy.

Then using (3.3), we obtain
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L(f(/rF,HF)=LZP“

(2
2P[ =4 s

2
A -
L4 Lt (1+c7;’¢,p) +
’ +Cy,

-1

0 2
B 'ln(gﬁ»p)
and it is the form shown below that should be used as the scalar convolution of
selection function

2
A, -
1 & 4 4( ‘f‘*’P) (1+60,») +
E:ﬁzyppz fﬁt Oy e

p=1 i=1

,¥=0,95..0,99. (3.4)
2
B ln(aj‘)}w)

Note that, due to the monotonicity of functions 7, (d ) and ln(d ) , the solutions of

the problem (2.7) obtained using either (3.1) or (3.4) coincide.
Thus, the types of scalar convolutions of selection functions are obtained for some
practical optimization and decision-making problems with the a priori uncertain data.
Methodological preciousness of this work is that the synthesis of scalar
convolutions of selection functions has been formalized, whereas previously they were
entirely heuristic (see. for example [9-12]).

4. Results and conclusions

The authors gave further development to the theory of selection functions and
sought values estimation in multi-objective problems of mathematical model
identification, optimization and decision-making.

The method of synthesis of selection function scalar convolutions has been
proposed for the mentioned above problems under condition of the a priori uncertain
data.

For a number of practical problems of named kinds, the types of scalar
convolutions of selection functions have been obtained, whose application for solution
synthesis with the help of regularizing algorithms would provide the stable effective
estimates of sought values in the case of the a priori uncertain data.

REFERENCES

1. Aivazian S.A. Multivariate observation classification / S.A. Ayvazyan,
Z.1. Bezhaeva, O.V. Staroverov. — M.: Statistics, 1974. — 240 p.

2. Tikhonov A.N. Methods of solving ill-posed problems / A.N. Tikhonov,
V.Y. Arsenin. — Moscow: Nauka, ch. ed. sci. litas., 1986. — 288 p.

3. Uryasev S.P., Adaptive algorithms in stochastic optimization and game theory /
Edited by J.M. Yermolyeva. — M.: science, ch. ed .fiz. mat. litas., 1990. — 184 p.

4. Li M. A Multi-Objective Genetic Algorithm for Robust Design Optimization / M.
Li, S. Azarm, V. Aute. — Proceedings of GECCO 2005, Washington, D.C., USA,
June 25-29.—pp. 771-778.



180 Cepist (Mat.mogentoBaHHs. [HhopmaLjinHi TexHonorii. ABTOMaT30BaHi CUCTEMM YNPaBTiHHsH, BUM. 27

5. Egorov LN. Multi-Objective Robust optimization of Air Engine Using I0SO
Technology / LN. Egorov, G.V. Kretinin, [.A. Leshchenko, S.V. Kuptzov. —
Conference ASME Turbo Expo 2004, Vienna, Austria, June 14-17. — 7 p. (ASME
Paper GT2004-53504).

6. Egorov LN. Stochastic Optimization of Parameters and Control Laws of the
Aircraft Gas-Turbine Engines — a Step to a Robust Design / LN. Egorov, G.V.
Kretinin, I.A. Leshchenko — Elsevier Science Ltd, “Inverse Problem in
Engineering Mechanics 1117, (2002), pp.345-353.

7. Egorov LN. Search for Compromise Solution of the Multistage Axial
Compressor’s Stochastic Optimization Problem / ILN. Egorov, G.V. Kretinin, —
World Publishing Corporation, Aerothermodynamics of internal flows I1I, Beijing,
China, (1996), pp. 112-120.

8. J. Marczyk Stochastic Multidisciplinary Improvement: Beyond Optimization —
AIAA- 2000-4929, Proceedings of 8" AIAA/USAF/NASA/ISSMO Symposium
on Multidisciplinary Analysis and Optimization, Long Beach, USA, (2000).

9. Menyailov A.V. Application of evolutionary methods for solving optimization gas
turbine compressor / A.V. Menyailov, A.A Tronchuk6 K.M. Ugryumova, //
Aerospace techniques and technology, 2008, No. 5 (52), pp. 59-65.

10. Ugryumov M.L. Gas Turbine Engine Elements Systematic Improvement on the
Base of Inverse Problem Concept by Stochastic Optimization Methods /
M.L. Ugryumov, A.A. Tronchuk, V.E. Afanasjevska, A.V. Myenyaylov -
Abstracts Book and CD-ROM Proceedings of the 20-th ISABE Conference,
Gothenburg, Sweden, ISABE Paper No. 2011-1255.

11. Tronchuk A.A., Mathematical models and evolutionary method for solving
problems of stochastic optimization / A.A. Tronchuk, E.M. Ugryumova // Visnyk
of Karazin Kharkiv National University. Ser. Mathematics, Applied Mathematics
and Mechanics. — 2012 — 19 issue (Ne 1015). — pp. 292-305.

12. Meniailov Ie.S. Formation of image of technical systems under conditions of input
data uncertainty based on artificial intelligence methods / Ie.S. Meniailov, K.M.
Ugryumova, A.A Tronchuk, S.V.Chernysh // Aecrospace techniques and
technology. —2014. — Ne 7 (114). — pp. 169-174.

Hagiwna y nepuin pegakuii 05.10.2015, B octanHii - 28.10.2015.



