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In the work, the numerical methods of determining the standard characteristics of the
electron radiation depth-dose distribution by processing the measurement results are
compared with the empirical formulas linking the same characteristics with the
electrons energy. The comparison results allow authors to estimate the accuracy of
methods used in radiation technologies to determine the characteristics of electron
radiation energy.
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Y po6oTi mNpoBeAEHO TOPIBHSAHHSA YHCEIBHHX METOHIB OOpOOKH pe3yibTaTiB
BUMIPIOBaHb Ul BH3HAUEHHS CTAHJAPTHHX XapaKTEPUCTUK TNIMOWHHHUX PO3MOALTIIB
03U ENIEKTPOHHOTO BHUIIPOMIHIOBAaHHS 1 eMIIIpUYHUX (OPMYI, IO 3B'A3YIOTH Il
XapaKTePUCTHKH 3 EHEPTi€l0 eNeKTPOHiB. Pe3ynpraTh MOpIBHSHHA O3BOJIAIOTH
OLIHIOBATH  TOYHICT  BU3HAYEHHS  XapaKTEPUCTHK  EHeprii  eNeKTPOHHOTO
BUIIPOMIHIOBaHHS, METOJIaMH, SIKi BUKOPHCTOBYIOTECSI B paialliifHUX TEXHOJOTIsX.

Kntwouosi cnoea: eunpominio8anHs eieKmpoHia, posnooil 003u no 2aubiHi , yuceibHi mMemoou,

Hanie-iMnepuyHa Mooeb, iMnepudHi hopmyu.

B pabore mpoBeneHO CpaBHEHHE YHCIEHHBIX METOAOB OOpaOOTKH pe3ylbTaToB
U3MEpEHUH A ONpeAeNeHHs  CTAaHIApTHBIX  XapaKTEPHCTUK  TITyOHHHBIX
pacrpeneseHuil 03Bl AIEKTPOHHOTO H3JIYYCHHS M OMIMPUYECKHX  (HOpMYI
CBSI3BIBAIOIINX 3TH XapaKTEPUCTUKH C SHEPIUEH 3JIEKTPOHOB. Pe3ysbTaThl CpaBHEHUS
MO3BOJSIIOT ~ OIGHMBAaTh  TOYHOCTH  OINpEACNICHUS  XapaKTEePUCTHK  SHEPrHu
JJIEKTPOHHOTO M3JIy4eHHs, METOJAaMU KOTOpHIE HCIIOIB3YIOTCS B PpaJHallMOHHBIX
TEXHOJIOTHSX.

Kntouegvie cnosa: usnyuenue 1eKkmpoHo8, pacnpedenenue 003bl MO 2ayOuHe, YUCTEHHbIE
Memoobl, NOIY-UMNUPUYECKAS, MOOEb, UMNUPUYECKUE POPMYTbL.

Introduction

In radiation technologies, computer simulation of dose distributions in the
irradiated objects is the main stage of the irradiation process type and regime selection
[1-4]. To be correct, the simulation needs reliable data representing characteristics of
the irradiated target and the type of radiation as well the actual parameters of radiation
installation itself. One of the problems concerning the radiation facilities that use the
electron beams (EB) is determination of energy parameters of their beams. The
standard methods for EB energy determining currently used in radiation-technological
centers are based on measurements of the depth-dose distribution with the help of
dosimetry wedge or stack.

Based on the measurement results, the spatial characteristics of electron radiation
dose distribution are determined such as the practical range R, and half-value depth
Rso. In turn, the values R, and Rs, are used in empirical formulas for calculation of EB
energy characteristics, namely the most probable energy of electron E, and its average
energy E,,.
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The standards [2, 3] describe the formal procedures for determining the spatial
characteristics of the dose distribution. However, because these measurements result
in the huge set of discrete data, the said formal procedures for determining the
practical range R, and half-value depth Rs, are reduced to solving incorrect
mathematical problems.

Approximations of various types are used to obtain quasi solutions of incorrect
mathematical problems form tabular data. It is clear that the accuracy of determined
practical range R, and half-value depth Rs, depends on methods and functions, which
are used to approximate measurements.

In addition, the standards [2, 3] do not tell which of approximation methods serve
as the background for above empirical formulas correlating electron beam energy
characteristics with the spatial characteristics of the depth-dose distribution.

Therefore, realization of methods recommended by the international standards, has
the actual subtask to compare the empirical relations, which correlate the most
probable energy of electron beam E, and the practical range R,, with the practical
methods of determining the measured depth-dose distribution approximations, which
are used then to find the practical range R, and half-value depth Rs,. The results of this
comparison allow estimating the accuracy of methods, by which the spatial
characteristics of depth-dose distribution of electron radiation are determined.

The R, value definition is given in [1] — «The practical range R, is defined as

point where the tangent at the steepest point (the inflection point) on the almost
straight descending portion of the depth versus absorbed dose curve meets the
extrapolated bremsstrahlung background.» In accordance with this definition, the
value R, should be calculated from relations:

Drag = D(X,) + D'(x,) - (R, — X,,) 1)
x, =arg max (—D'(x)) (2)
xe[Rm,Ro]
where
D,,s - value of the extrapolated bremsstrahlung background,

D(x) - the depth-dose distribution of electron radiation,
D'(x) - the first derivative of the depth-dose distribution of electron radiation,

X, - the inflection point of the depth-dose distribution,
R, - the depth at which dose distribution has the maximum value,
R, — continuous slowing-down approximation range of electrons.

The value x, can be determined using the second derivative of the depth-dose
distribution of electron radiation D"(x) either as solution of equation

D"(x,) =0, 3)

or by numerical methods of determining the position of an unconditional minimum of
the function D’(x) on the almost straight descending portion of the depth.
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The method of the value R, determining represented by the expressions (1) - (3)

involves the first and second derivatives of the depth-dose distributions. The results of
dose distribution measurements have the tabular form and the corresponding
derivatives can be approximated by several different methods.

The common approximation method applied in practice of radiation sterilization
centers is to use the linear approximation of data in the field of deep recession
depending on the dose. Some known works have proposed and tested the methods,
which approximate measurements in the area where the depth-dose distribution
descends, utilizing polynomials of various degrees [5], in particular, the 4th degree
polynomial [6].

However, the traditional as well as the proposed methods of polynomial
approximation can use only a small part of the whole amount of measurements. For
example, for linear approximation of the depth-dose distribution decreasing, only that
depth range is used, in which the relative value of the dose varies from 0.8 to 0.2 of
the maximum one.

The more complete information contained in the measurements of the depth-dose
distribution is possible to obtain using computational methods based on physical
models of electron radiation transfer in matter.

In this connection, an interesting approach was proposed by V.T. Lazurik [5]: to
approximate the results of measurements of the depth-dose distribution by software
EMID [7], which implements a semi-empirical model of the dose distribution of a
monoenergetic electrons beam incident normally upon a semi-infinite target. In this
approach, an approximation of the measurements results is performed by fitting the
model parameters [8, 9,] with use the least squares method.

This computational method was successfully verified and validated using the
dosimetry wedges on electron beam radiation facility in the Institute of Nuclear
Chemistry and Technology, Warsaw, Poland [5, 12, 13].

The considered semi-empirical model provides good description of the dose
distribution in the target depth. Therefore, it is expected that the half-value depth Rs
(defined as depth at which the absorbed dose decrease equals 50% of its maximum
value [1],) can be calculated with sufficient accuracy by PFSEM method.

However, according to the expressions (1) and (2), to calculate the values of
practical range Rp, it is necessary to know the first and second derivatives. Note that,
as a rule, the model built by approximating the empirical data dependencies does not
provide a correct description of derivatives of these dependencies.

That is why, possibility to estimate the modeling accuracy of the dose distribution
spatial characteristics R, and Rsy with the help of the semi-empirical model of electron
energy decrease is of interest for the radiation technology. This stimulates further
development of new methods for determining the energy of absorbed electrons.

In this study the empirical formulas linking the characteristics of the electron beam
energy (most probable energy E, and the average energy of electrons E,,) with the
spatial characteristics of depth-dose distribution (the practical range R, and half-value
depth Rs) are compared. The formulas are determined in the standards [1 - 3] and the
tabular data are presented in [2]. As an indicator of the accuracy of empirical formula,
it is proposed to use the relative deviation of the electron energy, for which the values
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of the practical range R, and half-value depth Rs, are known, from the electron energy
"restored" by this formula using this known R, or Resy.

A series of calculations of the first and second derivatives of the functions used to
approximate the results of measurements and computer realization of the semi-
empirical model of electron radiation depth-dose distribution [4, 5] was carried out.
Based on obtained results, the values of the practical range Rp were calculated
according to the definition given in the standards.

Comparison of the results determined by processing the same measurements with
different numerical methods allows estimating the accuracy of these methods and
making recommendations for computer dosimetry development.

1. Comparison of accuracy of the standard empirical relations for dependence
of electron energy E and the spatial characteristics of dose distribution R, and
Rs, for electrons in aluminum.

For this comparison, three groups of empirical relations were selected:
the data from ICRU Report 35, ASTM Standard: E 1649-94, ISO/ASTM 51649

E,=5,09*R,+0.2 5 MeV < Ep <25 MeV 4)
Eav=6,20*Rs, 10 MeV < Ep < 25 MeV;,
the data from ISO/ASTM Standard 51649
E :0.423+4.69*Rp+0.0532*Rp2 2,5 MeV < Ep < 25 MeV (5)

E =0.734+5.78*R5,+0.0504*Rs,” 2,5 MeV < Ep < 25 MeV;
and the data from ISO/ASTM Standard E 1649-94
E =0.069+7.44*Rp-8.56*Rp? 0,1 MeV < E <1 MeV (6)
E =0.068+10.72*Rs;-21.05*Rs, 2 0,1 MeV < E < 1 MeV
E =0.297+6.61*R-0.325*Rs,° 1 MeV < E < 10 MeV
E =1.27+4.33*Rp+0.0596*Rp? 10 MeV < E <50 MeV
E =2.15+4.65*Rp+0.223*Rp’ 10 MeV < E <50 MeV

As an indicator of error K;;(E) of empirical formula, it is used the relative deviation
of the electron energy E, for which was taken the value of spatial parameter Ri (either
the practical range R, or half-value depth Rsp) from the electron energy Ej(Ri). The
last is the energy "restored" based on this Ri with the help of empirical formula from
the j-th group:

K;i(E) = [E(R(E)) -E] / E, (7

where:
* Ri(E) is the dependence of the spatial parameter of type i (i = p for practical range
Rp and | = 50 for half-value depth Rs,) on electron energy E,
* Ej(Ri) is determined by empirical formula from group j reflecting the dependence of
electron energy on spatial parameter of type i,
« index j is the number of the above formula group, so it takes one of the values 4,5, 6.
The calculated K;;(E) values are shown in the Tables 1 and 2. The first column of
both tables contains the values of electron energy E. The second column contains the
corresponding values of R, (Table 1) and Rs, (Table 2) given in [2]. The values Rsg
and R, were used to calculate the electrons energy in accordance with the empirical
formulas (4) - (6).
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The calculated values of K;,i(E) are presented in the rest of Table columns. Two
numbers in one cell (slash separated) show the calculation results obtained by two
empirical formulas for energy values of 1 MeV and 10 MeV. The first value is
obtained by the formula, which corresponds to energy domain below the point, the
second value is the result of formula for domain above this boundary energy. Italics in
the tables highlights the calculated values for the boundary energies (bold), and
outside the scope of applicability of the empirical formulas.

It should be noted that for the energies of 1 MeV and 10 MeV, the first number is
positive while the second one is negative. This shows that even the most complete and
accurate approximation of the empirical data described in the standard
ASTM E 1649-94 does not allow us to choose definitely the empirical formula from
the provided set to perform calculations in domains near the boundary energy values
of 1MeV and 10 MeV.

Table 1. — Errors of empirical formulas for the dependence of the electron energy E(R,)
on the practical range R, in aluminum.

E, MeV Ro Kio(E) Kz2p(E) Ksp(E)
0.2 0,0161 - - -6.7
05 0,063 - - 0.7

1 0,152 - - 0.2/0.2
2 0,356 0.6 5.0 0.04
5 0,971 2.8 05 0.00
10 2,00 38 0.2 -0.2/1.7
20 4,04 38 12 -1.3
50 9.89 11 4.0 -0.2

Table 2. — Errors of empirical formulas for E(Rsy) — the dependence of the electron energy
on the half-value depth Rz, in aluminum.

E, MeV Rso Kiso(E) | Kaso(E)  Ksso(E)
0,2 0,0116 - - -5.2
0,5 0,0448 - - 1.2

1 0,111 - - -0.1/2.7
2 0,259 - 11.7 -0.6
5 0,741 -8.1 0.9 0.3
10 1,59 -1.4 0.5 -0.1/11
20 3,28 1.7 1.2 -1.0
50 7.56 -6.2 -5.4 0.1
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As it follows from the data presented in Tables 1-2, the differences between the
electron energy estimations obtained with empirical formulas may amount to several
percent and substantially depends on the energy values domain. This conclusion is
consistent with general estimations of accuracy of empirical formulas presented in the
official documents (standards).

The errors of empirical dependences of electron energy on the spatial parameters of
the depth-dose distribution are caused by the following factors:

1. Uncertainty in selection of the method and function type to apply for
approximation of measurements of the depth-dose distribution, which is required to
determine the values of the spatial characteristics of the electron radiation dose
distribution such as practical range Rp and half-value depth Rx.

2. Uncertainty in selection of the function type to apply for approximation of
relations between the dose distribution spatial characteristics, such as practical range
Rp(E) and half-value depth Rso(E), and electron energy E.

3. The dependence of the results on the amount of data and the approximation
domain size.

2. Comparison of methods for determining the spatial characteristics of
electron radiation depth-dose distribution

The comparison was made of the data sets representing the depth-dose distributions
calculated by Monte-Carlo method for detailed physical model and semi-empirical
model of electron radiation transfer in matter.

The depth-dose distributions for monoenergetic electrons with energy E in the
semi-infinite target were calculated on the basis of semi-empirical model according to
[8] and using the Monte Carlo method. For these calculations were used the
computing blocks "Analytics" and “Monte Carlo” of software package ModeRTL
[4,5]. As a result, the values of dose D¢(x, E) were obtained for 50 basic space points,
which uniformly covered the interval of depths x, from the surface of the target up to
Ro(E) -continuous slowing-down approximation range of electrons.

Depth-dose distributions in the aluminum target were calculated for electron
energies of 2, 5 and 10 MeV. Depth-dose distributions in the carbon, polystyrene,
water and wood targets were calculated for electrons with energies of 10 MeV. The
results of depth-dose distribution simulation by method Monte-Carlo have a relative
statistical uncertainty not greater than 10™.

The data for depth-dose distributions obtained by both method Monte-Carlo and
with semi-empirical model were approximated by the 3d and 4-th degree polynomials
and linear function. The approximation parameters were adjusted by the least squares
method.

For the polynomial approximations of discrete data, the domain of dose recession
from its maximum value in the target was selected. For the linear approximation, the
domain of dose recession was selected in accordance with the recommendations of
standards, i.e., where the dose changes between 0.2 and 0.8 of the maximum value in
the target. The number of spatial points, at which the approximation was carried out,
was in the range 10 — 14 points.

The numerical calculations of the first and second derivatives were performed for
the depth-dose distributions obtained by the Monte Carlo method and with the semi-
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empirical model. The expressions for the same order derivatives of the approximating
functions were obtained analytically.

The depth-dose distributions in the targets irradiated by electrons and their first and
second derivatives obtained by various approximating methods are presented in
Figures 1-6. The results obtained on the basis of the depth-dose distribution modeling
by the Monte-Carlo method are marked as follows: “circles” correspond to values of
depth-dose distribution, “diamonds” — to the first derivative of depth-dose distribution,
triangles - its second derivative.

The vertical dotted line marks the spatial point x  , which is determined according
to equation (3) D"(x,)=0.

The simulation results obtained on the basis of calculations with semi-empirical
model shown in Figures 1-4 are marked by continuous curves. The dashed curves
shows the dependences of the first and the second derivatives on the depth-dose
distributions obtained by data approximation with the of polynomial.

Dependencies of the first and second derivatives on the depth-dose distribution
obtained by data approximation with 3d degree polynomial are shown in Figures 5-6
by continuous curves. The dashed curves shows the above dependencies (depth-dose
distribution, the first derivative and the second derivative ) obtained on the base of
data approximation by linear function.

Polynomials approximating the data, which were obtained by method Monte-Carlo,
are presented in Figures 1-6. The values that are necessary for the calculation of R, in

accordance with (1) are shown in the figures as the points of intersection of the
vertical dashed line and the corresponding curve.

y = 0.0149x" - 0.0624x° - 0.9106x° + 5.0508x - 3.2422 y =-0.0072x" + 0.6596x° - 3.845x? + 6.2739x - 1.4016

Depth, g/cm?2

Depth, g/lcm2

25 3 3.5 4 4.5 5 55 1.2 1.5 1.8 2.1 2.4 2.7

Fig. 1. Depth-dose distribution in the Fig. 2. Depth-dose distribution in the
aluminum target irradiated by electrons with  aluminum target irradiated by electrons
energy 10 MeV and its first and second  with energy 5 MeV and its first and second
derivatives obtained using semi-empirical  derivatives obtained using semi-empirical
models and approximation of data by a models and approximation of data by a
polynomia of the 4™ degreel. polynomial of the 4™ degreel.
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Fig. 3. Depth-dose distribution in the carbon
target irradiated by electrons with energy
10MeV and its first and second derivatives
obtained using semi-empirical models and
approximation of data by a polynomial of
the 4™ degree.

y =0.203x" - 3.0232x° + 15.952x° - 36.07x + 33.165

Depth, g/cm2

3 3.5 4 4.5 5

Fig. 4. Depth-dose distribution in the
polystyrene target irradiated by electrons
with energy 10 MeV and its first and second
derivatives obtained using semi-empirical
models and approxi- mation of data by a
polynomial of the 4™ degree.
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y =-1.4719x + 8.0905
R? = 0.9995

Depth, glcm2

25 3 3.5 4 4.5 5 55

Fig. 5. Depth-dose distribution in the
aluminum target irradiated by electrons with
energy 10 MeV and its first and second
derivatives obtained using approximation of
data by a linear function and a polynomial
of the 3d degree.
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y =-1.7668x + 9.9545
R? = 0.9992

Depth, glcm2
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Fig. 6. Depth-dose distribution in the carbon
target irradiated by electrons with energy 10
MeV and its first and second derivatives
obtained using approximation of data by a
linear function and a polynomial of the 3d
degree.

As can be seen from the presented Figures, the semi-empirical model and
polynomial approximation methods (using 3d degree and 4th degree polynomials)
allows calculating the values of depth-dose distribution and its first derivatives with

satisfactory accuracy.

The accuracy estimates for methods to determine the spatial characteristics of
depth-dose distributions of electron radiation are performed on the base of practical
range calculated using various methods to determine derivatives of the depth-dose

distributions.
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Comparison of dependencies for the second derivative of the depth-dose
distributions, shown in Figures 1 - 6, leads to the conclusion, that the position of the
point, which is determined by the second derivative of the depth-dose distribution, can
have quite a large error.

Therefore, it is interesting how the error in practical range R value depends on

the error in determined point x ;.
Let us consider the following function R(X)

R(X) =X— D(X) - Drad (8)
D'(x)
where X is the target thickness.
Here we use the notations introduced in the description of (1).
Obviously, R, =R(x,).
The derivative R'(X) is
D(x)-D,,4)-D"(x
R!(X) :( ( ) ,rad)z ( ) (9)
(D'(x))
and D"(x,) =0gives R'(x,) =0 (10)

It means that the practical range R is an extreme value of function (8), which
corresponds to the value of the argument x = x,,. The procedure of finding the value
of practical range R, described in [1] allows concluding that it is a local minimum.

It should be note, that equation (10) was obtained without significant assumptions
about the function D(x) and, therefore, is valid for different methods of calculating

the practical range R, . Therefore, we should expect a weak dependence of the
magnitude of the practical range R error in determining the position of the point x

all of the numerical methods for processing the results of depth-dose distribution
measurements, discussed in this paper.
The calculation results of dependencies R(x) according to (9), with using of

various computational methods for various materials are presented in Figures 7-10.
Markers (circles) present the results obtained on the basis of simulation the depth-dose
distribution with method Monte-Carlo.

Solid curves correspond to calculations using a semi-empirical model. The dashed
curves represent calculations based on the data received by method Monte-Carlo for
the case of the 3d and 4th degree polynomials approximation. The dashed strait lines
are the linear approximation of data obtained by method Monte-Carlo in the area
where the dose changes between 0.2 and 0.8 of its maximum value in the target. The
vertical dashed line corresponds to the spatial point x, found using a semi-empirical
model.

As can be seen from the figures, the dependencies R(x) have minimum in the

points x,, that is in accordance with equation (10). Note that the position of minimum
can shift significantly depending on the method of discrete data processing. However,
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the uncertainty in point position x, does not cause big changes in calculated value of

practical range R, .
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Fig. 7. The dependences R(X) in the

aluminum target irradiated by electrons with
energy 10 MeV obtained using different
methods of approximation of depth-dose
distribution.
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Fig. 8. The dependences R(X) in the carbon

target irradiated by electrons with energy 10
MeV obtained using different methods of
approximation of depth-dose distribution.
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Fig.9. The dependences R(X) in the

polystyrene target irradiated by electrons with
energy 10 MeV obtained using different
methods of approximation of depth-dose
distribution.
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Fig. 10. The dependences R(X) in the water
target irradiated by electrons with energy
10 MeV obtained using different methods of
approximation of depth-dose distribution.

It is interesting to note, that existence of the absolute minimum in dependence
R(x) causes systematic shift of calculation results for values of practical range

R, when the linear approximation is used for depth-dose distribution in domain of

depths close to the point x,.

The calculations results of the practical range values R obtained by various
computational methods for various materials are presented in Tables 3-5.
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Table 3. The results of calculation values for practical range obtained with different
computational methods.

MC  SM M1 M3 M4 Av c unc., %

Al, 10MeV 5.424 5.423 5.497 5471 5475 5.458 0.033 0.60
C,10MeVv 5598 5.6 5.634 564 5613 5.617 0.019 0.34
PS, 10MeV 5244 5236 5.286 5.296 5.246 5.262 0.027 0.52
Water,
10MeV 4995 5068 5.034 5.023 5.006 5.025 0.028 0.56
Wood,
10MeV 5254 5332 5295 5302 5256 5.288 0.033 0.62
Al,5MeV  2.643 2598 2.669 2.653 2.652 2.643 0.027 1.02
Al,2MeV 0968 095 0.978 0.968 0.968 0.966 0.010 1.05

Table 4. Deviations from the average for practical range values calculated with different
computational methods.

MC, % SM, % M1, % M3, % M4, %

Al, 10MeV -0.62 -0.64 0.71 0.24 0.31
C, 10MeV -0.34 -0.30 0.30 0.41 -0.07
PS, 10MeV -0.33 -0.49 0.46 0.65 -0.30
Water, 10MeV ~ -0.60 0.85 0.18 -0.04 -0.38
Wood, 10MeV -0.64 0.84 0.14 0.27 -0.60
Al, 5 MeV 0 -1.70 0.98 0.38 0.34
Al, 2 MeV 0.17 -1.70 1.20 0.16 0.16

To identify the columns of Tables 3-4 the following notation were used:

MC - data are obtained by Monte Carlo method, derivatives are calculated by the
methgds of numerical differentiation with minimal number of nodes, the result in
g/cm”,

SM - data are obtained from semi-empirical model, derivatives are calculated by
the m;ethods of numerical differentiation with minimal number of nodes, the result in
g/cm”.

M1 - data are obtained by Monte Carlo method, derivatives are calculated using
linear approximation of data in a restricted range of values, the result in g/cm?.

M3 - data are obtained by Monte Carlo method, derivatives are calculated using
data approximation with a cubic polynomial in the range of depth where there is
observed the maximum dose up to Ro(E) range of the electrons, which was calculated
in the approximation of continuous deceleration, the result in g/cm?.

M4 - data are obtained by Monte Carlo method, derivatives are calculated using
data approximation with a quadric polynomial in the range of the descending portion
of the depth-dose distribution, the result in g/cm®.

Av — the average value of practical range Rp obtained by variety of computational
methods, the result in g/cm?.

o - standard deviation for values of practical range obtained by variety of
computational methods, the result in g/cm?.
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Unc. - The uncertainty of calculating results for values of practical range, the result
in %.
As it follows from the Tables, the practical range Rp calculated by various

computational methods have relatively little uncertainty (see columns ¢ and Unc. In
Table 3). It should be noted, that the highest values of uncertainty is observed in the
case of the aluminum target irradiated by electrons with energies of 2 and 5 MeV. This
is due to a significant deviation of the calculation results obtained using semi-
empirical model (see. SM column in Table 4) with respect to the average value of

practical range R, .

This means, that the semi-empirical model does not provide the error of less than
1% for a wide range of electron radiation energy values. Comparison of the data
presented in the Table 4, using the method of linear approximation of the data in a
limited area values (column M1) leads to a systematic overestimation of calculating

the value of practical range R, . The reason for this overestimation has already been

noted in this work at study the absolute minimum in dependency R(X) at the point x;..

The results obtained for the aluminum target irradiated by electrons with energies
of 2,5 and 10 MeV allows to compare them with those given in [2]. These results
already have been used in this study to evaluate the accuracy of standard empirical
relations for the dependence of the electron energy E of the spatial characteristics of
R, and Rs, dose distributions of electrons in aluminum.

Comparison results are presented in Table 5. The values of R, practical range of [2]
(see. similar column in Table 1) are presented in Table 5, the data column Av and o
are taken from Table 3, but are presented in units of g/cm2. Column ARp/c shows the
relative deviations for practical range values obtained in this work (column Av) from
those given in [2], in terms of mean-square deviations (column o).

Table 5. Comparison of calculation results for the practical range of electrons with various
energies in aluminum.

E,MeV R, Av G ARy/c
2 0356 0358 00038 0,526
5 0971 0979 00099 0,808
10 200 2021 00122 1721

As shown in the Table 5, the obtained results are consistent with standard [2] data
at a level which does not exceed 2c.

Conclusions

The paper compares and discusses the empirical formulas linking the
characteristics of the electron beam energy (most probable energy E, and the average
energy E,, electrons) with the spatial characteristics of depth-dose distribution (the
practical range R, and half-value depth Rs), presented in international standards
ICRU Report 35, ASTM Standard: E 1649-94, ISO/ASTM 51649.
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It was shown that the difference in estimations of electron energy obtained by
different empirical formulas can amount to several percent and substantially depends
on the range of electron energies.

The errors of empirical formulas are associated with the following:

» uncertain choice of method and type of function for approximation of the depth-
dose distribution measurements, which are needed to determine the values of the
spatial characteristics R, and Rs, of the depth-dose distribution;

* uncertain choice of method and type of function needed to obtaining the empirical
dependency R, (E) and Rs, (E) of spatial characteristics R, and Rso on the electron
energy E.

A series of calculations of the first and second derivatives of the functions used for
approximation of the results of measurements as well as computer implementation of
the semi-empirical model of depth-dose distribution of electron radiation were
performed.

It is shown that semi-empirical model and polynomial (3d-degree and 4th-degree)
approximation methods allow calculating the depth-dose distribution and its first
derivative with satisfactory accuracy.

Comparison of the second derivative values of the depth-dose distribution

approximated by various methods leads to the conclusion that the inflection point X, ,
which is necessary to calculate the value the practical range R,, cannot be determined
without significant errors.

The error in the value of practical range Rp was investigated as function of error in

position of the point X, . It was shown that function R(x), which represents the

dependence of practical range on point X selected from the depth-dose distribution,
has a minimum at X = X, for all numerical methods of processing of measured depth-

dose distributions.
On this base the conclusion can be made that dependence of the error of practical

range Rp on error in position of the point X is weak.
It was shown that existence of the absolute minimum of function R(x) is the cause
of systematic shift in results of practical range Rp calculation when linear

approximation of the depth-dose distribution is used.

Based on the numerical differentiation the measurement results, the values of
practical range Rp were calculated in accordance with the definition given in the
standards. The calculation results are presented in graphical and tabular forms and
illustrate the conclusions.

Comparison of results obtained by different numerical methods, which can be used
for processing of measurement results, allowed us to estimate the accuracy of methods
applied to determine characteristics of electron energy.

The relative uncertainty in practical range Rp calculated by different

computational methods was estimated as not exceeding 1%.
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The greatest deviations was obtained in the case of an aluminum target irradiated

by electrons with energies of 2 and 5 MeV. This was linked with uncertainty in the
values of depth-dose distributions calculated using a semi-empirical model.

10.

11.

12.

13.

REFERENCES
ICRU REPORT 35. Radiation dosimetry: electron beams with energies between 1
and 50 MeV.— 1984. — 160 c.
ASTM Standard E 1649 — 94, Practice for dosimetry in an e-beam facility for
radiation processing at energies between 300 keV and 25 MeV
ISO/ASTM Standard 51649, Practice for dosimetry in an e-beam facility for
radiation processing at energies between 300 keV and 25 MeV / Annual Book of
ASTM Standards. — Vol. 12.02 (2005).
Lazurik V.T., Lazurik V.M., Popov G., Rogov Yu., Zimek Z. Information System
and Software for Quality Control of Radiation Processing // IAEA: Collaborating
Center for Radiation Processing and Industrial Dosimetry, Warsaw: Poland. —
2011. - 220 p.
Lazurik V.T., Pochynok A.V. Dosimetry of electrons on the base of computer
modeling the depth-dose distribution of irradiation // Journal of Kharkiv
University. Mathematical modeling. Information technologies series. — 2010. —
No0.925. - P.114 — 122.
Lisanti T.F. Calculating electron range values mathematically // Radiation Physics
and Chemistry. — 2004. — Vol. 71. — P. 581 -584.
Lazurik V.M., Tabata T., Lazurik V.T. A Database for Electron-Material
Interactions // Radiation Physics and Chemistry. — 2001. — VVol.60. — P. 161-162.
Pochynok A.V., Lazurik V.T., Sarukhanyan G.E. The parametric method of the
determination of electron energy on the data obtained by the method of a
dosimetric wedge //Bulletin Kherson National Technical University. — 2012, —
Vol. 2(45). — P.298 302.
Pochynok A.V., Lazurik V.T., Baiev O.U. Modeling the characteristics of
uncertainty of the electron beam energy, obtained by the dosometric wedge
method. //Bulletin of Kherson National Technical University. — 2010. — Vol.
3(39). — P.386 - 390.
V.T. Lazurik, V.M. Lazurik, G. Popov, Z. Zimek. Determination of electron beam
parameters on radiation-technological facility for simulation of radiation
processing //East European Journal of Physics. Vol.1. —2014. — No.3. — P. 76-81.
Miller A. Polystyrene calorimeter for electron beam dose measurements //
Radiation Physics and Chemistry. — 1993. — VVol.46. — P. 1243-1246.
V.M. lazurik, V.T. lazurik, G. Popov , Z. Zimek. Energy characteristics in two-
parametric model of electron beam. Bulletin of Kherson National Technical
University. — 2015 —Vol. 3(54).— P.397 402
V.M. lazurik, V.T. lazurik, G. Popov , Z. Zimek. Two-parametric model of
electron beam computational dosimetry for radiation processing. 13th Tihany
Symposium on Radiation Chemistry. Balatonalmadi, Hungary. Abstract book.
NO053. 29.08.-03.09.2015.

Haginwna - 25.11.2015.



