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The time-optimal control problem for the system ẋ1 = u, ẋ2 = x1, ẋ3 = x31
is considered. Explicit formulas for �nding optimal controls are given. The
explicit solution of the optimal synthesis problem is obtained.
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Iãíàòîâè÷Ñ.Þ. ßâíèé ðîçâ'ÿçîê çàäà÷i øâèäêîäi¨ äëÿ îäíî¨

íåëiíiéíî¨ òðèâèìiðíî¨ ñèñòåìè. Ðîçãëÿäà¹òüñÿ çàäà÷à øâèäêîäi¨ äëÿ
ñèñòåìè ẋ1 = u, ẋ2 = x1, ẋ3 = x31. Äàþòüñÿ ÿâíi ôîðìóëè äëÿ çíàõîäæåííÿ
îïòèìàëüíèõ êåðóâàíü. Îòðèìàíî ÿâíèé ðîçâ'ÿçîê çàäà÷i îïòèìàëüíîãî
ñèíòåçó.
Êëþ÷îâi ñëîâà: íåëiíiéíi êåðîâàíi ñèñòåìè, øâèäêîäiÿ, ÿâíèé ðîçâ'ÿçîê.

Èãíàòîâè÷Ñ.Þ. ßâíîå ðåøåíèå çàäà÷è áûñòðîäåéñòâèÿ äëÿ îäíîé

íåëèíåéíîé òð¼õìåðíîé ñèñòåìû. Ðàññìàòðèâàåòñÿ çàäà÷à áûñòðîäåé-
ñòâèÿ äëÿ ñèñòåìû ẋ1 = u, ẋ2 = x1, ẋ3 = x31. Äàþòñÿ ÿâíûå ôîðìóëû äëÿ
íàõîæäåíèÿ îïòèìàëüíûõ óïðàâëåíèé. Ïîëó÷åíî ÿâíîå ðåøåíèå çàäà÷è
îïòèìàëüíîãî ñèíòåçà.
Êëþ÷åâûå ñëîâà: íåëèíåéíûå óïðàâëÿåìûå ñèñòåìû, áûñòðîäåéñòâèå,
ÿâíîå ðåøåíèå.

2000 Mathematics Subject Classi�cation: 93C10, 49K30.

Introduction

The time-optimal problem is one of the most investigated optimal control
problems. Di�erent approaches were developed which give a description of optimal
controls. However, in the general case an answer hardly can be obtained in an
explicit form. So, for the simplest linear time-optimal control problem
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ẋ1 = u, ẋi = xi−1, i = 2, . . . , n, |u(t)| ≤ 1, x(0) = x0, x(θ) = 0, θ → min,

in the case n = 2 the well-known explicit solution directly follows from the
Pontryagin Maximum Principle [1]. However, for n ≥ 3 the answer is much
more complicated and entirely non-obvious. Speci�cally, the Pontryagin Maximum
Principle says that any optimal control equals ±1 and has no more than n − 1
switchings, however, it does not give a direct way for �nding the optimal time and
switching moments. The analytical solution of this problem was obtained in [2]. It
was shown that for an arbitrary initial point x0 the optimal time is a root of one
of two special polynomials of degree 1

4n(n+ 2) for even n and 1
4(n+ 1)2 for odd n

with coe�cients depending on x0. So, for n = 3 equations of degree 4 should be
solved. Moments of switching can be found also as roots of certain polynomials.

For nonlinear systems the solution can be much more complicated; in
particular, singular controls may occur. In [3], as an example, the time-optimal
control problem for the system ẋ1 = u, ẋ2 = x1, ẋ3 = x21 was considered and
the explicit solution was given. By arguments essentially using the concrete form
of the system, it was shown that the optimal control (if exists) takes the values
+1, −1, 0 and has no more than two switchings.

Generally, it is an interesting problem to �nd classes of systems for which
time-optimal controls can be described more or less explicitly. In the paper [4]
one of such classes was presented, namely, the class of dual to linear systems,

ẋ1 = u, ẋi = Pi(x1), i = 2, . . . , n,

where P2(x1), . . . , Pn(x1) are linearly independent real analytic functions of one

variable such that P2(0) = · · · = Pn(0) = 0. We emphasize that such systems
are non-controllable w.r.t. the �rst approximation for n ≥ 3. It was shown that a
time-optimal control is piecewise constant and takes the values +1, −1 and 0 only.
Moreover, for any initial point x0 6= 0 and any optimal control û(t), x ∈ [0, θ̂],
steering x0 to the origin (if exists) there exists a function

P (z) = −ψ0 − ψ2P2(z)− · · · − ψnPn(z), (1)

where ψ0 ≥ 0, ψ2, . . . , ψn are real parameters, ψ2
0+ψ2

2+· · ·+ψ2
n > 0, such that the

�rst component of the optimal trajectory x̂1(t) satis�es the following properties:
� P (x̂1(t)) ≥ 0 for t ∈ [0, θ̂]; hence, x̂1(t) belongs to the connected component

of the set {z : P (z) ≥ 0} containing the point z = 0;
� if t̄ is a switching moment for û(t), then x̂1(t̄) is a root of the function P (z);
� if t̄ is a switching moment for û(t) such that û(t̄ + 0) = 0 or û(t̄ − 0) = 0,

then x̂1(t̄) is a multiple root of the function P (z);
� any value can be taken by the function x̂1(t) no more than twice when

t ∈ [0, θ̂], except of the value 0 which can be taken for three times if x01 = 0.
These properties essentially reduce the set of possible optimal controls. In

particular, if Pi(x1) are polynomials, the number of switchings can be estimated.
As an example, in [4] the following time-optimal control problem was considered,

ẋ1 = u, ẋ2 = x1, ẋ3 = x31, |u(t)| ≤ 1, x(0) = x0, x(θ) = 0, θ → min, (2)
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and all controls satisfying the above-mentioned conditions were described.
Nevertheless, the questions remained whether all these controls are realized as
optimal ones and whether an optimal control can be non-unique for some points.

In the present paper we give the complete solution of the time-optimal control
problem (2). It turns out that all possible types of controls mentioned above are
realized as optimal ones. Unlike the linear case, optimal controls and the optimal
time can be found by explicit formulas. For each of such controls we describe the
domain where it is optimal. We give the solution of the optimal synthesis problem,
i.e., describe the domains where the optimal control equals +1 and −1, and the
surfaces where it equals 0. Also, we describe surfaces where the optimal control is
non-unique. In Sections 1�3 we consider all possible optimal controls in the case
x01 > 0 only; for x01 < 0 the solution can be obtained by symmetry arguments. In
Section 4 we sum up the results and brie�y consider the case x01 = 0.

1. Optimal controls

First, let us discuss the results of [4] in connection with the particular
problem (2). For a given x0, denote by θ̂, û(t), x̂(t) the optimal time, an
optimal control, and the corresponding optimal trajectory. Let us introduce the
Pontryagin-Hamilton function H = ψ1u + ψ2x1 + ψ3x

3
1 and consider the dual

system

ψ̇1 = −ψ2 − 3ψ3x
2
1, ψ̇2 = 0, ψ̇3 = 0, (3)

hence, ψ2 and ψ3 are constants. According to the Pontryagin Maximum Principle,
there exist numbers ψ0 ≤ 0, ψ2, ψ3 and a function ψ1(t) satisfying (3) such that
ψ2
0 + ψ2

2 + ψ2
3 + (ψ1(t))

2 6= 0 for t ∈ [0, θ̂] and

û(t) = sign(ψ1(t)) a.e. for all t ∈ [0, θ̂] such that ψ1(t) 6= 0,

ψ0 + |ψ1(t)|+ ψ2x̂1(t) + ψ3x̂
3
1(t) = 0 for all t ∈ [0, θ̂].

(4)

In particular, we get ψ2
0 + ψ2

2 + ψ2
3 6= 0. Now we introduce the function (1); for

this example it equals a (nontrivial) polynomial

P (z) = −ψ0 − ψ2z − ψ3z
3, (5)

then (3), (4) imply

|ψ1(t)| = P (x̂1(t)), ψ̇1(t) = P ′(x̂1(t)), t ∈ [0, θ̂]. (6)

In particular, it follows that x̂1(t) belongs to the connected component of the set
{z : P (z) ≥ 0} containing the point z = 0.

If ψ1(t) = 0 identically in some segment (τ1, τ2), then (6) implies that x̂1(t)
equals a root of P (z) for t ∈ (τ1, τ2). However, P (z) has no more that three real
roots, hence, x̂1(t) equals one of them, x̂1(t) = const, therefore, û(t) = ˙̂x1(t) = 0
for all t ∈ (τ1, τ2). (Moreover, due to (6), x̂1(t) should equal the multiple root
of P (z).) The question arises whether the set of roots of ψ1(t) may have more
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complicated structure (for example, include convergent sequences of isolated roots
or some nowhere dense subsets of positive measure).

It was proved in [4] that the answer is �no�. More speci�cally, for any t ∈ (0, θ̂)
there exists ε > 0 such that ψ1(t) keeps its sign on the intervals (t − ε, t) and
(t, t+ ε); for the points t = 0 and t = θ̂ the same is true with the intervals (0, ε)
and (θ̂−ε, θ̂). (Here we assume sign(0) = 0.) Clearly, this implies that the optimal
control û(t) is piecewise constant and can take the values ±1 and 0 only.

In our example, let us consider all possible functions P (z) of the form (5)
for all (nontrivial) sets of parameters ψ0 ≤ 0, ψ2, ψ3. Since the coe�cient of z2

vanishes, a relation between roots arises. Fig. 1�4 show all four possible types of
P (z) admitting optimal controls with at least two switchings (controls with no
more that one switching can be regarded as partial cases, so, we do not consider
them separately).

Fig. 1. Function P (z) of type 1,
z1 + z2 + z3 = 0

Fig. 2. Function P (z) of type 2,
2z1 + z2 = 0

Fig. 3. Function P (z) of type 3,
z1 + z2 + z3 = 0

Fig. 4. Function P (z) of type 4,
z1 + 2z2 = 0

It was shown in [4] that any nonzero value can be taken by x̂1(t) no more
than twice. Let us illustrate the reason for this by an example. It is convenient to
draw x1(t) instead of u(t). Suppose a control u(t) taking values ±1 steers some
point x0 to the origin in the time θ and assume that x1(t) has the form shown
in Fig. 5 (a). Then x1(t) takes the value µ1 for three times. Due to very special
form of the system (2), x2(0) and x3(0) equal the area under the curves −x1(t)
and −x31(t) respectively. Now, let us successively transform x1(t) as is shown in
Fig. 5 (b) and (c); obviously, the mentioned areas are the same as in case (a),
hence, the corresponding controls also steer x0 to the origin in the same time θ.
However, the control of case (c) cannot be optimal since four di�erent vales µ1,
µ2, µ3, µ4 cannot be roots of a function of the form (5).
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Fig. 5. Transformation of non-optimal trajectory; graphs of x1(t)

2. Domains of solvability

Below we describe all possible controls compatible with the requirements
mentioned above for the case x01 > 0. For the sake of briefness, we omit the
upper index of x0, i.e., we write xi instead of x0i . We use the notation

S11 = x2 − 1
2x

2
1, S21 = x3 − 1

4x
4
1,

S12 = x2 + 1
2x

2
1, S22 = x3 + 1

4x
4
1.

Case 1 corresponds to P (z) of type 1 (Fig. 1), the control is of the form

u(t) =


1 if t ∈ [0, t1),
−1 if t ∈ [t1, t2),

1 if t ∈ [t2, θ].
(7)

The graph of x1(t) is shown in Fig. 6.

Fig. 6. Graph of x1(t), case 1 Fig. 7. Intersection of the domain D1

and the plane x1 = 1; P1 = (72 ,
31
4 )

Denote x1(t1) = A, x1(t2) = −B, then

A = x1 + t1 ≥ x1, −B = x1 + t1 − (t2 − t1) = x1 + 2t1 − t2 ≤ 0.

Let z1 < 0 < z2 ≤ z3 be the roots of the function P (z) (Fig. 1), then A = z2,
B = −z1. Since z1 + z2 + z3 = 0, we get −z1 = z2 + z3 ≥ 2z2, therefore, B ≥ 2A.
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Integrating the equations ẋ2(t) = x1(t) and ẋ3(t) = x31(t) on the time interval
t ∈ [0, θ] and taking into account the conditions x2(θ) = x3(θ) = 0 we get

−x2 = −1
2x

2
1 +A2 −B2 and − x3 = −1

4x
4
1 + 1

2A
4 − 1

2B
4.

Thus, in this case
S11 = B2 −A2,
2S21 = B4 −A4,
A ≥ x1, B ≥ 2A,

⇔


A2 = S21

S11
− 1

2S11,

B2 = S21
S11

+ 1
2S11,

A ≥ x1, B ≥ 2A.

Let us study the solvability of this system. If S11 ≤ 0, then B2 ≤ A2, which
contradicts the requirement B ≥ 2A. Hence, S11 > 0, therefore, the solvability
conditions are

S11 > 0,
S21
S11
− 1

2S11 ≥ x
2
1,

S21
S11

+ 1
2S11 ≥ 4(S21

S11
− 1

2S11),

⇔


S11 > 0,
2S21 − S2

11 ≥ 2x21S11,
6S21 − 5S2

11 ≤ 0.
(8)

This system implies 1
2(2x21S11 + S2

11) ≤ S21 ≤ 5
6S

2
11, hence, x

2
1S11 ≤ 1

3S
2
11. This

gives x21 ≤ 1
3S11, which is equivalent to x2 ≥ 7

2x
2
1. Substituting the expressions

for S11 and S21 to (8), we get the solvability domain for case 1, i.e., the domain
in which the control of case 1 exists:

D1 =
{
x : x2 ≥ 7

2x
2
1,

1
2x

2
2 + 1

2x
2
1x2 − 1

8x
4
1 ≤ x3 ≤ 5

6x
2
2 − 5

6x
2
1x2 + 11

24x
4
1

}
.

For any point x ∈ D1 the switching moments and the time of motion can be found
explicitly by the formulas

t1 = A− x1, t2 = 2A+B − x1, θ = 2A+ 2B − x1, (9)

where

A =

√
S21
S11
− 1

2S11, B =

√
S21
S11

+ 1
2S11. (10)

Case 2 corresponds to P (z) of type 2 (Fig. 2), the control is of the form

u(t) =


−1 if t ∈ [0, t1),

0 if t ∈ [t1, t2),
1 if t ∈ [t2, θ].

Denote −A = x1 − t1 = z1 and B = t2 − t1, then x1 ≤ z2 = −2z1 = 2A. We have

−x2 = 1
2x

2
1 −A2 −AB and − x3 = 1

4x
4
1 − 1

2A
4 −A3B.

Then 
S12 = A2 +AB,
S22 = 1

2A
4 +A3B,

A ≥ 1
2x1, B ≥ 0,

⇔


A4 − 2S12A

2 + 2S22 = 0,

B = S12
A −A,

A ≥ 1
2x1, B ≥ 0.
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Fig. 8. Graph of x1(t), case 2 Fig. 9. Intersection of the domain D2

and the plane x1 = 1; P2 = (−1
4 ,−

7
32)

The equation A4 − 2S12A
2 + 2S22 = 0 has real roots i� d = S2

12 − 2S22 ≥ 0,
and then A2 = S12 ±

√
d. However, B ≥ 0 i� A2 ≤ S12. Hence, the minimal root

should be chosen, A2 = S12 −
√
d. The condition A ≥ 1

2x1 can be rewritten as

A2 = S12 −
√
d ≥ 1

4x
2
1, which is equivalent to a pair of inequalities S12 − 1

4x
2
1 ≥ 0

and (S12 − 1
4x

2
1)

2 ≥ d. Substituting the expressions for S12 and S22, we get the
solvability domain for case 2:

D2 =
{
x : x2 ≥ −1

4x
2
1,

1
4x

2
1x2 − 5

32x
4
1 ≤ x3 ≤ 1

2x
2
2 + 1

2x
2
1x2 − 1

8x
4
1

}
.

Then
t1 = A+ x1, t2 = A+B + x1, θ = 2A+B + x1, (11)

where

A =

√
S12 −

√
d, d = S2

12 − 2S22, B =
S12
A
−A. (12)

Case 3 also corresponds to P (z) of type 2 (Fig. 2), the control is of the form

u(t) =


1 if t ∈ [0, t1),
−1 if t ∈ [t1, t2),

0 if t ∈ [t2, t3),
1 if t ∈ [t3, θ].

Denote A = x1 + t1 = z2 and B = t3 − t2, then

−x2 = −1
2x

2
1 + 3

4A
2 − 1

2AB and − x3 = −1
4x

4
1 + 15

32A
4 − 1

8A
3B.

The solvability conditions are
S11 = 1

2AB −
3
4A

2,

S21 = 1
8A

3B − 15
32A

4,
A ≥ x1, B ≥ 0,

⇔


9A4 − 8S11A

2 + 32S21 = 0,

B = 2S11
A + 3

2A,
A ≥ x1, B ≥ 0.
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Fig. 10. Graph of x1(t), case 3 Fig. 11. Intersection of the domain D3

and the plane x1 = 1; P3 = (114 ,
17
32)

To analyze the biquadratic equation 9A4 − 8S11A
2 + 32S21 = 0, let us introduce

the function f(z) = 9z2 − 8S11z + 32S21; then A
2 is a (positive) root of f(z).

(a) If S21 ≤ 0, then the function f(z) has one non-negative root. Hence, the
biquadratic equation has one non-negative root (the maximal one). The condition
A ≥ x1, which can be expressed as A2 ≥ x21, is equivalent to

f(x21) ≤ 0 ⇔ 9x41 − 8S11x
2
1 + 32S21 ≤ 0. (13)

If S11 ≥ 0, then the condition B ≥ 0 is obviously satis�ed. If S11 ≤ 0, then
this condition can be expressed as A2 ≥ −4

3S11 and is equivalent to

f(−4
3S11) ≤ 0⇔ 9(−4

3S11)
2−8S11(−4

3S11)+32S21 ≤ 0 ⇔ 5S2
11+6S21 ≤ 0. (14)

We note that condition (13) implies (14) if x21 ≥ −4
3S11, and (14) implies (13)

otherwise; recall that if S11 ≥ 0, then only condition (13) should be required.
Hence, the solvability domain in case (a) is{

x : x3 ≤ 1
4x

4
1, x3 ≤ −5

6x
2
2 + 5

6x
2
1x2 + 1

24x
4
1 if x2 ≤ −1

4x
2
1,

x3 ≤ 1
4x

2
1x2 − 5

32x
4
1 if x2 ≥ −1

4x
2
1

}
and

t1 = A− x1, t2 = 5
2A− x1, t3 = 5

2A+B − x1, θ = 3A+B − x1, (15)

where

A = 2
3

√
S11 +

√
d, d = S2

11 − 18S21, B =
2S11
A

+ 3
2A. (16)

(b) Let S21 > 0. If S11 < 0, then the function f(z) has no nonnegative roots,
therefore, the biquadratic equation has no real roots. If S11 ≥ 0, then f(z) has
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nonnegative roots i� d = S2
11 − 18S21 ≥ 0. The condition B ≥ 0 is obviously

satis�ed. The condition A ≥ x1 will be considered later.
Now, suppose the equation 9A4−8S11A

2+32S21 = 0 has two di�erent positive
roots Amax > Amin ≥ x1. Let us compare the corresponding times of motion θmax
and θmin. For both values (15) holds, hence,

θmin = 9
2Amin +

2S11
Amin

− x1, θmax = 9
2Amax +

2S11
Amax

− x1.

Since A2
min and A2

max are di�erent roots of f(z), we have 8
9S11 = A2

max + A2
min.

Therefore, θmin ≥ θmax i�

9
2A

2
min + 2S11

Amin
≥

9
2A

2
max + 2S11

Amax
⇔ 3A2

min +A2
max

Amin
≥ 3A2

max +A2
min

Amax
,

which is equivalent to the obvious inequality (Amax − Amin)3 ≥ 0. Thus, θmin
cannot be the optimal time. This means that the maximal root of the biquadratic
equation should be taken, A = Amax, therefore, in this case (15), (16) hold as
well. The condition A2 = 4

9(S11 +
√
d) ≥ x21 implies S11 ≥ 0 and is equivalent to

9
4x

2
1 − S11 ≤ 0 or d ≥ (94x

2
1 − S11)2 ⇔ 9x41 − 8S11x

2
1 + 32S21 ≤ 0.

We note that d ≥ (94x
2
1−S11)2 implies d ≥ 0. Thus, the solvability domain in case

(b) is {
x : x3 ≥ 1

4x
4
1, x3 ≤ 1

4x
2
1x2 − 5

32x
4
1 if x2 ≤ 11

4 x
2
1,

x3 ≤ 1
18x

2
2 − 1

18x
2
1x2 + 19

72x
4
1 if x2 ≥ 11

4 x
2
1

}
.

Combining the obtained results, we get the solvability domain in case 3

D3 =
{
x : x3 ≤ −5

6x
2
2 + 5

6x
2
1x2 + 1

24x
4
1 if x2 ≤ −1

4x
2
1,

x3 ≤ 1
4x

2
1x2 − 5

32x
4
1 if − 1

4x
2
1 ≤ x2 ≤ 11

4 x
2
1,

x3 ≤ 1
18x

2
2 − 1

18x
2
1x2 + 19

72x
4
1 if x2 ≥ 11

4 x
2
1

}
.

The time of motion and switching moments are found by formulas (15), (16).
Case 4 corresponds to P (z) of type 3 (Fig. 3), the control is of the form (7).
Using the notation of case 1, we have

S11 = B2 −A2,
2S21 = B4 −A4,
A ≥ x1, A ≥ 2B ≥ 0,

⇔


A2 = S21

S11
− 1

2S11,

B2 = S21
S11

+ 1
2S11,

A ≥ x1, A ≥ 2B ≥ 0.

If S11 ≥ 0, then B2 ≥ A2, which contradicts the requirement A ≥ 2B. If
S11 < 0, then the solvability conditions are

S11 < 0, 2S21 + S2
11 ≤ 0,

S21
S11
− 1

2S11 ≥ x
2
1,

S21
S11
− 1

2S11 ≥ 4(S21
S11

+ 1
2S11),

⇔


S11 < 0, 2S21 ≤ −S2

11,
2S21 ≤ S2

11 + 2x21S11,
5S2

11 + 6S21 ≥ 0.
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Fig. 12. Graph of x1(t), case 4 Fig. 13. Intersection of the domain D4

and the plane x1 = 1; P4 = (−1
2 ,−

1
4)

Notice that these conditions imply S11 ≤ −3
4x

2
1. Notice also that in this case

−S2
11 ≤ S2

11 + 2x21S11 i� S11 ≤ −x21. Substituting the expressions for S11 and S21,
we get the solvability domain for case 4:

D4 =
{
x : x2 ≤ −1

4x
2
1, x3 ≥ −5

6x
2
2 + 5

6x
2
1x2 + 1

24x
4
1,

x3 ≤ −1
2x

2
2 + 1

2x
2
1x2 + 1

8x
4
1 if x2 ≤ −1

2x
2
1,

x3 ≤ 1
2x

2
2 + 1

2x
2
1x2 − 1

8x
4
1 if x2 ≥ −1

2x
2
1

}
and the time of motion and switching moments are found by (9), (10).

Case 5 corresponds to P (z) of type 4 (Fig. 4) with the control of the form

u(t) =


1 if t ∈ [0, t1),
0 if t ∈ [t1, t2),
−1 if t ∈ [t2, θ].

Denote A = x1 + t1 = z2 and B = t2 − t1, then

−x2 = −1
2x

2
1 +A2 +AB and − x3 = −1

4x
4
1 + 1

2A
4 +A3B.

Hence, 
S11 = −A2 −AB,
S21 = −1

2A
4 −A3B,

A ≥ x1, B ≥ 0,
⇔


A4 + 2S11A

2 − 2S21 = 0,

B = −S11
A −A,

A ≥ x1, B ≥ 0.

The biquadratic equation A4+2S11A
2−2S21=0 has real roots i� d=S2

11+2S21 ≥ 0,
and then A2 = −S11 ±

√
d. However, B ≥ 0 i� A2 ≤ −S11. Hence, the minimal

root should be chosen, A2 = −S11 −
√
d. The condition A ≥ x1 can be written

as A2 = −S11 −
√
d ≥ x21 and is equivalent to S11 + x21 ≤ 0 and d ≤ (S11 + x21)

2.
Therefore, the solvability domain is

D5 =
{
x : x2 ≤ −1

2x
2
1, −1

2x
2
2 + 1

2x
2
1x2 + 1

8x
4
1 ≤ x3 ≤ x21x2 + 1

4x
4
1

}
.
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Fig. 14. Graph of x1(t), case 5 Fig. 15. Intersection of the domain D5

and the plane x1 = 1

In this case

t1 = A− x1, t2 = A+B − x1, θ = 2A+B − x1, (17)

where

A =

√
−S11 −

√
d, d = S2

11 + 2S21, B = −S11
A
−A. (18)

Case 6 corresponds to P (z) of type 4 (Fig. 4) with the control of the form

u(t) =


−1 if t ∈ [0, t1),

0 if t ∈ [t1, t2),
−1 if t ∈ [t2, θ].

Denote A = x1 − t1 = z2 and B = t2 − t1, then

−x2 = 1
2x

2
1 +AB and − x3 = 1

4x
4
1 +A3B.

If A = 0 or B = 0, then x2 = −1
2x

2
1 and x3 = −1

4x
4
1; obviously, for this point the

optimal control has no switchings and equals −1. Below we assume A > 0 and
B > 0. Then

S12 = −AB,
S22 = −A3B,
0 < A ≤ x1, B > 0,

⇔


A2 = S22

S12
,

B = −S12
A ,

0 < A ≤ x1, B > 0.

The solvability domain equals

D6 =
{
x : x2 < −1

2x
2
1, x

2
1x2 + 1

4x
4
1 ≤ x3 < −1

4x
4
1

}
,

and in this case

t1 = x1 −A, t2 = x1 −A+B, θ = x1 +B, (19)
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Fig. 16. Graph of x1(t), case 6 Fig. 17. Intersection of the domain D6

and the plane x1 = 1

where

A =

√
S22
S12

, B = −S12
A
. (20)

Case 7 corresponds to P (z) of type 4 (Fig. 4) with the control of the form

u(t) =


1 if t ∈ [0, t1),
0 if t ∈ [t1, t2),
−1 if t ∈ [t2, t3),

1 if t ∈ [t3, θ].

Fig. 18. Graph of x1(t), case 7 Fig. 19. Intersection of the domain D7

and the plane x1 = 1; P5 = (−17
2 ,−

17
4 )

Denote A = x1 + t1 = z2 and B = t2 − t1, then

−x2 = −1
2x

2
1 − 3A2 +AB and − x3 = −1

4x
4
1 − 15

2 A
4 +A3B.
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Hence, 
S11 = 3A2 −AB,
S21 = 15

2 A
4 −A3B,

A ≥ x1, B ≥ 0,
⇔


9A4 + 2S11A

2 − 2S21 = 0,

B = −S11
A + 3A,

A ≥ x1, B ≥ 0.

Analogously to case 3, we introduce the function f(z) = 9z2 + 2S11z − 2S21.
(a) If S21 ≥ 0 then f(z) has one non-negative root. The condition A ≥ x1,

which can be expressed as A2 ≥ x21, is equivalent to

f(x21) ≤ 0 ⇔ 9x41 + 2S11x
2
1 − 2S21 ≤ 0. (21)

If S11 ≤ 0, then the condition B ≥ 0 is obviously satis�ed. If S11 ≥ 0, then the
condition B ≥ 0, which can be expressed as A2 ≥ 1

3S11, is equivalent to

f(13S11) ≤ 0 ⇔ 9(13S11)
2 + 2S11(

1
3S11)− 2S21 ≤ 0 ⇔ 5S2

11 − 6S21 ≤ 0. (22)

Condition (21) implies (22) if x21 ≥ 1
3S11, and (22) implies (21) otherwise; if

S11 ≤ 0 then only (21) should be required. Thus, the solvability domain in case (a)
is {

x : x3 ≥ 1
4x

4
1, x3 ≥ x21x2 + 17

4 x
4
1 if x2 ≤ 7

2x
2
1,

x3 ≥ 5
6x

2
2 − 5

6x
2
1x2 + 11

24x
4
1 if x2 ≥ 7

2x
2
1

}
,

and the formulas for switching moments and the optimal time are

t1 = A− x1, t2 = A+B − x1, t3 = 4A+B − x1, θ = 6A+B − x1, (23)

where

A = 1
3

√
−S11 +

√
d, d = S2

11 + 18S21, B = −S11
A

+ 3A. (24)

(b) Let S21 < 0. If S11 > 0, then the function f(z) has no nonnegative roots.
If S11 ≤ 0, then f(z) has nonnegative roots i� d = S2

11 +18S21 ≥ 0. The condition
B ≥ 0 is obviously satis�ed.

Suppose the equation 9A4+2S11A
2−2S21 = 0 has two di�erent positive roots

Amax > Amin ≥ x1. Let us compare the corresponding times of motion θmin and
θmax. For both values (23) holds, then

θmin =
9A2

min − S11
Amin

− x1, θmax =
9A2

max − S11
Amax

− x1.

Since A2
min and A2

max are di�erent roots of f(z), we have −2
9S11 = A2

min +A2
max.

Then θmin ≥ θmax i�

9A2
min − S11
Amin

≥ 9A2
max − S11
Amax

⇔ 3A2
min +A2

max

Amin
≥ 3A2

max +A2
min

Amax
,

which is equivalent to (Amax−Amin)3 ≥ 0. Hence, θmin cannot be the optimal time
and the maximal root of the biquadratic equation should be taken, A = Amax.
The condition A2 = 1

9(−S11 +
√
d) ≥ x21 implies S11 ≤ 0 and is equivalent to

9x21 + S11 ≤ 0 or d ≥ (9x21 + S11)
2 ⇔ 9x41 + 2S11x

2
1 − 2S21 ≤ 0.
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The condition d ≥ (9x21 + S11)
2 implies d ≥ 0. Therefore, the solvability domain

in case (b) is{
x : x3 ≤ 1

4x
4
1, x3 ≥ − 1

18x
2
2 + 1

18x
2
1x2 + 17

72x
4
1 if x2 ≤ −17

2 x
2
1,

x3 ≥ x21x2 + 17
4 x

4
1 if x2 ≥ −17

2 x
2
1

}
.

Combining the obtained results, we get the solvability domain in case 7

D7 =
{
x : x3 ≥ − 1

18x
2
2 + 1

18x
2
1x2 + 17

72x
4
1 if x2 ≤ −17

2 x
2
1,

x3 ≥ x21x2 + 17
4 x

4
1 if − 17

2 x
2
1 ≤ x2 ≤ 7

2x
2
1,

x3 ≥ 5
6x

2
2 − 5

6x
2
1x2 + 11

24x
4
1 if x2 ≥ 7

2x
2
1

}
.

(25)

The time of motion and switching moments are found by (23), (24).
Case 8 corresponds to P (z) of type 4 (Fig. 4) with the control of the form

u(t) =


−1 if t ∈ [0, t1),

0 if t ∈ [t1, t2),
−1 if t ∈ [t2, t3),

1 if t ∈ [t3, θ].

Fig. 20. Graph of x1(t), case 8 Fig. 21. Intersection of the domain of
solvability D8 and the plane x1 = 1

Denote A = x1 − t1 = z2 and B = t2 − t1, then

−x2 = 1
2x

2
1 − 4A2 +AB and − x3 = 1

4x
4
1 − 8A4 +A3B.

If A = 0, then B = 0 and, therefore, x2 = −1
2x

2
1 and x3 = −1

4x
4
1; for this point

the optimal control equals −1. Below we require A > 0. Then
S12 = 4A2 −AB,
S22 = 8A4 −A3B,
0 < A ≤ x1, B ≥ 0,

⇔


4A4 + S12A

2 − S22 = 0,

B = −S12
A + 4A,

0 < A ≤ x1, B ≥ 0.
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Analogously to the cases 3 and 7, we introduce f(z) = 4z2 + S12z − S22.
(a) If S22 ≥ 0, then f(z) has one non-negative root. The condition A ≤ x1 is

equivalent to
f(x21) ≥ 0 ⇔ 4x41 + S12x

2
1 − S22 ≥ 0. (26)

If S12 ≤ 0, then the condition B ≥ 0 is satis�ed. If S12 ≥ 0, then B ≥ 0 i�

f(14S12) ≤ 0 ⇔ 4(14S12)
2 + S12(

1
4S12)− S22 ≤ 0 ⇔ S2

12 − 2S22 ≤ 0. (27)

Conditions (26) and (27) imply S12 ≤ 4x21. Hence, the solvability domain in
case (a) is{
x : −1

4x
4
1 ≤ x3 ≤ x21x2 + 17

4 x
4
1, x3 ≥ 1

2x
2
2 + 1

2x
2
1x2 − 1

8x
4
1 if − 1

2x
2
1 ≤ x2 ≤ 7

2x
2
1

}
and

t1 = x1 −A, t2 = x1 −A+B, t3 = x1 + 2A+B, θ = x1 + 4A+B, (28)

where

A =

√
1
8(−S12 +

√
d), d = S2

12 + 16S22, B = −S12
A

+ 4A. (29)

(b) Let S22 < 0. If S12 > 0, then the function f(z) has no nonnegative roots.
If S12 ≤ 0, then f(z) has nonnegative roots i� d = S2

12 +16S22 ≥ 0. The condition
B ≥ 0 is satis�ed. Now we consider the condition A ≤ x1. Suppose the roots of
the equation 4A4 + S12A

2 − S22 = 0 are Amin ≤ Amax.
(b1) First, let us consider the case when A2

min ≤ x21 ≤ A2
max, which is

equivalent to f(x21) ≤ 0; this inequality implies S12 ≤ 0. Then we get the condition

S22 < 0 and 4x41 + S12x
2
1 − S22 ≤ 0 ⇔ x21x2 + 17

4 x
4
1 ≤ x3 < −1

4x
4
1,

which implies x2 < −9
2x

2
1. Analogously to (28), the time of motion θ8min

corresponding to Amin equals θ8min = 8Amin− S12
Amin

+x1. It is easy to see that in
this domain the control corresponding to case 6 exists; the time of motion θ6 can
be found by (19), (20). Let us show that θ8min > θ6. Since A

2
min+A2

max = −1
4S12,

A2
minA

2
max = −1

4S22, we get

θ8min =
8A2

min + 4(A2
min +A2

max)

Amin
+ x1 = 4

3A2
min +A2

max

Amin
+ x1,

θ6 =

√
16(A2

min +A2
max)3

A2
minA

2
max

+ x1 = 4

√
(A2

min +A2
max)3

AminAmax
+ x1.

Hence, θ8min > θ6 i�

3A2
min +A2

max

Amin
>

√
(A2

min +A2
max)3

AminAmax
⇔ (3A2

min+A2
max)2A2

max > (A2
min+A2

max)3.
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This is equivalent to the obvious inequality A2
min(6A2

minA
2
max+3A4

max−A4
min)>0.

Thus, the control in case (b1) cannot be optimal. In Fig. 21 and in formula (30)
we do not indicate points satisfying case (b1).

(b2) Now let us consider the case when A2
max = 1

8(−S12 +
√
d) ≤ x21, which is

equivalent to a pair of conditions 8x21 + S12 ≥ 0 and d ≤ (8x21 + S12)
2. Let θ8max

be the time of motion corresponding to Amax. As above, we have

θ8min = 4
3A2

min +A2
max

Amin
+ x1, θ8max = 4

3A2
max +A2

min

Amax
+ x1,

so, θ8min ≥ θ8max is equivalent to (Amax − Amin)3 ≥ 0. Thus, the maximal root
A = Amax should be chosen. The solvability domain in case (b2) is{

x : −17
2 x

2
1 ≤ x2 ≤ −1

2x
2
1, x3 < −1

4x
4
1, x3 ≤ x2x21 + 17

4 x
4
1,

x3 ≥ − 1
16x

2
2 − 1

16x
2
1x2 − 17

64x
4
1

}
.

Combining the obtained results, we get the solvability domain in case 8 (recall
that we do not include points corresponding to the case (b1))

D8 =
{
x : −17

2 x
2
1 ≤ x2 ≤ 7

2x
2
1, x3 ≤ x21x2 + 17

4 x
4
1,

x3 ≥ − 1
16x

2
2 − 1

16x
2
1x2 − 17

64x
4
1 if x2 ≤ −1

2x
2
1,

x3 ≥ 1
2x

2
2 + 1

2x
2
1x2 − 1

8x
4
1 if x2 ≥ −1

2x
2
1

}
.

(30)

The time of motion and switching moments are found by (28), (29).

3. Overlapping solvability domains

In this section we analyze the solvability domains which overlap.
Cases 2 and 3. The domain where both controls exist is

D2,3 =
{
x : x2 ≥ 11

4 x
2
1,

1
4x

2
1x2 − 5

32x
4
1 ≤ x3 ≤ 1

18x
2
2 − 1

18x
2
1x2 + 19

72x
4
1

}
(see Fig. 22). The times of motion θ2 and θ3 for cases 2 and 3 can be found by
(11), (12) and (15), (16). Let us introduce the function F = θ3 − θ2, i.e.,

F (x) =
6S11 + 3

√
S2
11 − 18S21√

S11 +
√
S2
11 − 18S21

− 2S12 −
√
S2
12 − 2S22√

S12 −
√
S2
12 − 2S22

− 2x1. (31)

Then θ2 = θ3 i� x belongs to the surface

M2,3 = {x : x2 ≥ 11
4 x

2
1,

1
4x

2
1x2 − 5

32x
4
1 ≤ x3 ≤ 1

18x
2
2 − 1

18x
2
1x2 + 19

72x
4
1, F (x) = 0}

and for any point x ∈ D2,3 one has θ2 < θ3 i� F (x) > 0.
Our nearest goal is to show that the surface M2,3 has a unique point of

intersection with any vertical line with �xed x1 > 0 and x2 ≥ 11
4 x

2
1. To this

end, let us �x any x1 > 0 and x2 > 11
4 x

2
1 and suppose x3 runs through the

segment [x3min, x3max] = [14x
2
1x2 − 5

32x
4
1,

1
18x

2
2 − 1

18x
2
1x2 + 19

72x
4
1]. Then

θ2 = θ2(x3) = A2 +
S12
A2

+ x1, θ3 = θ3(x3) = 9
2A3 +

2S11
A3
− x1,
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where

A2 = A2(x3) =

√
S12 −

√
S2
12 − 2S22, A3 = A3(x3) = 2

3

√
S11 +

√
S2
11 − 18S21.

By θ̂(x) we denote the optimal time for the point x; it is continuous as a
function of x, what follows from [5].

First, consider the lower bound, i.e., x3 = x3min. Let us notice that for points
xδ = (x1, x2, x3,δ), where x3,δ = x3min − δ with δ > 0, the control of case 2 does

not exist and the control of case 3 is optimal. Then θ̂(xδ) = θ3(x3,δ). We notice
that the function θ3(x3) is continuous. Hence,

θ3(x3min) = lim
δ→0

θ3(x3,δ) = lim
δ→0

θ̂(xδ) = θ̂(x0), where x0 = (x1, x2, x3min),

which implies θ3(x3min) ≤ θ2(x3min). Analogously, for the upper bound we get
θ2(x3max) ≤ θ3(x3max).

Notice that S11 and S12 are constants while S21 and S22 are increasing
functions of x3. Hence, A2 increases and A3 decreases (as functions of x3). Since
A2

2 ≤ S12, we see that θ2 decreases as function of A2. Analogously, A
2
3 ≥ 4

9S11
implies that θ3 increases as function of A3. As a result, both functions θ2 and θ3
decrease as functions of x3.

Let us introduce the functions

h2(x3) = θ2(x3) +
27x3

2
√
S3
11

, h3(x3) = θ3(x3) +
27x3

2
√
S3
11

,

and show that h2(x3) decreases and h3(x3) increases. To this end, we �nd their
derivatives. Since

√
S2
12 − 2S22 = −(A2

2 − S12), we get

∂θ2
∂x3

=
∂θ2
∂A2

· ∂A2

∂x3
=

(
1− S12

A2
2

)
−2

4A2(A2
2 − S12)

= − 1

2A3
2

and analogously

∂θ3
∂x3

=
∂θ3
∂A3

· ∂A3

∂x3
=

(
9

2
− 2S11

A2
3

) −2
3 · 18

6A3(
9
4A

2
3 − S11)

= − 4

A3
3

.

Hence,

∂h2(x3)

∂x3
= − 1

2A3
2(x3)

+
27

2
√
S3
11

,
∂h3(x3)

∂x3
= − 4

A3
3(x3)

+
27

2
√
S3
11

.

Then

∂h2(x3)

∂x3
≤ 0 ⇔ 9A2

2(x3) ≤ S11 ⇔ x3 ≤ 1
648(68x22 + 4x21x2 − 181x41).

However, x3 ≤ 1
18x

2
2 − 1

18x
2
1x2 + 19

72x
4
1 for x ∈ D2,3 and

1
18x

2
2− 1

18x
2
1x2 + 19

72x
4
1 ≤ 1

648(68x22 +4x21x2−181x41) ⇔ (x2 +4x21)(x2− 11
4 x

2
1) ≥ 0,
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which is true for x ∈ D2,3. Hence,
∂h2(x3)
∂x3

≤ 0, i.e., h2(x3) decreases. For h3 we
have

∂h3(x3)

∂x3
≥ 0 ⇔ 9A2

3(x3) ≥ 4S11 ⇔ 4
√
S2
11 − 18S21 ≥ 0,

which is obvious. Hence, ∂h3(x3)∂x3
≥ 0. i.e., h3(x3) increases. As was shown above,

θ2(x3min) ≥ θ3(x3min) and θ3(x3max) ≥ θ2(x3max), hence,

h2(x3min) ≥ h3(x3min) and h3(x3max) ≥ h2(x3max).

Thus, there exists a unique point x̃3 ∈ [x3min, x3max] such that h2(x̃3) = h3(x̃3)
or, equivalently, θ2(x̃3) = θ3(x̃3) for any �xed x1 > 0 and x2 ≥ 11

4 x
2
1.

Fig. 22. Intersection of the domain D2,3

and the surface M2,3

with the plane x1 = 1

Fig. 23. Intersection of the domain D5,7

and the surface M5,7

with the plane x1 = 1;
P6 = (c2, c2 + 1

4) ≈ (−36.175,−35.925)

Cases 5 and 7. The domain where both controls exist is

D5,7 =
{
x : x2 ≤ −17

2 x
2
1, − 1

18x
2
2 + 1

18x
2
1x2 + 17

72x
4
1 ≤ x3 ≤ x21x2 + 1

4x
4
1

}
.

These conditions imply x2 ≤ rx21, where r = (−17
2 − 6

√
2) ≈ −16.98528. Denote

the corresponding times of motion by θ5 and θ7. Formulas (17), (18) and (23),
(24) imply

θ5 =
−2S11 −

√
S2
11 + 2S21√

−S11 −
√
S2
11 + 2S21

− x1, θ7 =
−6S11 + 3

√
S2
11 + 18S21√

−S11 +
√
S2
11 + 18S21

− x1.

Hence, θ5 ≥ θ7 i�

(−2S11 −
√
S2
11 + 2S21)

2

−S11 −
√
S2
11 + 2S21

≥ (−6S11 + 3
√
S2
11 + 18S21)

2

−S11 +
√
S2
11 + 18S21

. (32)
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Let us write down this relation in an explicit form w.r.t. x3. Taking into
account that in D5,7 the inequalities S11 < 0 and S21 < 0 hold, we denote

v =
√

1 + 18S21

S2
11
< 1 and w =

√
1 + 2S21

S2
11

= 1
3

√
v2 + 8 < 1. Then (32) reads

2− w√
1− w

≥ 6 + 3v√
1 + v

⇔ (2− w)2(1 + v) ≥ (6 + 3v)2(1− w).

Substituting w2 = 1
9v

2 + 8
9 , we get the equivalent inequality

9w(9v2 + 32v + 32) ≥ −v3 + 80v2 + 280v + 280;

its both sides are positive for 0 ≤ v < 1. Hence, we get

9(v2 + 8)(9v2 + 32v + 32)2 ≥ (−v3 + 80v2 + 280v + 280)2,

which is equivalent to

(91v4 + 486v3 + 736v2 − 584)(1 + v)2 ≥ 0.

The function 91v4 + 486v3 + 736v2 − 584 increases as v ≥ 0 and its unique
positive root equals v1 ≈ 0.71826. Hence, (32) holds i� v ≥ v1. Substituting the
expression of v we get that (32) holds i� S21 ≥ c1S2

11, i.e., x3 ≥ 1
4x

4
1+c1(x2− 1

2x
2
1)

2,
where c1 = 1

18(v21 − 1) ≈ −0.026895. Due to the de�nition of the domain D5,7,
this condition implies c1(x2 − 1

2x
2
1)

2 ≤ x21x2 or, equivalently, x2 ≤ c2x
2
1, where

c2 = 1+c1+
√
1+2c1

2c1
≈ −36.17491.

Thus, θ5 = θ7 i� x belongs to the surface

M5,7 = {x : x2 ≤ c2x21, x3 = 1
4x

4
1 + c1(x2 − 1

2x
2
1)

2}

and for any point x ∈ D5,7 one has θ7 < θ5 i� x3 >
1
4x

4
1 + c1(x2 − 1

2x
2
1)

2.
Cases 6 and 8. The domain where both controls exist is

D6,8 =
{
x : −17

2 x
2
1 ≤ x2 ≤ −1

2x
2
1, x3 < −1

4x
4
1, x3 ≤ x21x2 + 17

4 x
4
1,

x3 ≥ − 1
16x

2
2 − 1

16x
2
1x2 − 17

64x
4
1

}
.

Let us compare θ8 = θ8max and θ6. We use the arguments and notation of
case 8 (b1). Namely, let 0 < A2

min ≤ A2
max be the roots of the equation

f(z) = 4z2 + S12z − S22 = 0. Then θ8 ≤ θ6 i�

3A2
max +A2

min

Amax
≤

√
(A2

min +A2
max)3

AminAmax
⇔ (3A2

max+A2
min)2A2

min ≤ (A2
min+A2

max)3,

which is equivalent to the inequality 6A2
minA

2
max+3A4

min−A4
max ≤ 0. Substituting

expressions for A2
min and A

2
max and taking into account that S12 ≤ 0 and S22 ≤ 0,

we get that θ8 ≤ θ6 i�

S2
12 − 16S22 ≤ −2S12

√
S2
12 + 16S22 ⇔ 256S2

22 − 96S2
12S22 − 3S4

12 ≤ 0.
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This condition is equivalent to the inequality S22 ≥ k1S
2
12 or, what is the same,

x3 ≥ −1
4x

4
1 + k1(x2 + 1

2x
2
1)

2, where k1 = 1
16(3 − 2

√
3) ≈ −0.0290064. Due to the

de�nition of the domain D6,8, this condition implies k1(x2 + 1
2x

2
1)

2 ≤ x2x21 + 9
2x

4
1

or, equivalently, x2 ≥ k2x21, where k2 = 1−k1+
√
1+16k1

2k1
= −1

2 −
8√
3
≈ −5.118802.

Thus, θ8 = θ6 i� x belongs to the surface

M6,8 = {x : k2x
2
1 ≤ x2 < −1

2x
2
1, x3 = −1

4x
4
1 + k1(x2 + 1

2x
2
1)

2}

and for any point x ∈ D6,8 one has θ8 < θ6 i� x3 > −1
4x

4
1 + k1(x2 + 1

2x
2
1)

2.

Fig. 24. Intersection of the domain D6,8

and the surface M6,8

with the plane x1 = 1;
P7 = (k2, k2 + 17

4 ) ≈ (−5.119,−0.869)

Fig. 25. Intersection of the domain D6,7

and the surface M6,7

with the plane x1 = 1

Cases 6 and 7. The domain where both controls exist is

D6,7 =
{
x : x3 < −1

4x
4
1, x3 ≥ x21x2 + 1

4x
4
1 if x2 ≤ rx21,

x3 ≥ − 1
18x

2
2 + 1

18x
2
1x2 + 17

72x
4
1 if rx21 ≤ x2 ≤ −17

2 x
2
1,

x3 ≥ x21x2 + 17
4 x

4
1 if − 17

2 x
2
1 ≤ x2 < −9

2x
2
1

}
,

where r = −17
2 − 6

√
2 ≈ −16.98528 was introduced above. The times of motion

θ6 and θ7 for cases 6 and 7 can be found by (19), (20) and (23), (24). Let us
introduce the function G = θ6 − θ7, i.e.,

G(x) =

√
S3
12

S22
− −6S11 + 3

√
S2
11 + 18S21√

−S11 +
√
S2
11 + 18S21

+ 2x1, (33)

then θ6 = θ7 i� x belongs to the surface

M6,7 =
{
x : x21x2 + 1

4x
4
1 ≤ x3 < −1

4x
4
1 if c2x

2
1 ≤ x2 ≤ rx21,

− 1
18x

2
2 + 1

18x
2
1x2 + 17

72x
4
1 ≤ x3 < −1

4x
4
1 if rx21 ≤ x2 ≤ −17

2 x
2
1,

x21x2 + 17
4 x

4
1 ≤ x3 < −1

4x
4
1 if − 17

2 x
2
1 ≤ x2 ≤ k2x21,

G(x) = 0
}
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and for any point x ∈ D6,7 one has θ7 < θ6 i� G(x) > 0.
Now we study this surface in detail. Let us �x any x1 > 0 and x2 < −9

2x
2
1 and

suppose x3 runs through the segment [x3min,−1
4x

4
1), where x3min is given by the

description of the domain D6,7. First let us consider the lower bound, x3 = x3min.
(a) If x2 < rx21, then x3min = x21x2+ 1

4x
4
1. For these points using (17), (18) one

easily �nds S2
11 +2S21 = (x2 + 1

2x
2
1)

2, hence, θ5(x3min) = −x2
x1

+ 1
2x1. On the other

hand, S22 = S12x
2
1, hence, by (19), (20) we get θ6(x3min) = −x2

x1
+ 1

2x1. Thus,
θ5(x3min) = θ6(x3min). Using the results obtained above for the domain D5,7, we
get

� if x2 < c2x
2
1, then θ6(x3min) = θ5(x3min) > θ7(x3min);

� if c2x
2
1 ≤ x2 ≤ rx21, then θ6(x3min) = θ5(x3min) ≤ θ7(x3min).

(b) If rx21 < x2 < −17
2 x

2
1, then x3min = − 1

18x
2
2 + 1

18x
2
1x2 + 17

72x
4
1. As above, we

consider points xδ = (x1, x2, x3,δ), where x3,δ = x3min − δ with small δ > 0. For
points xδ the control of case 7 does not exist and the control of case 6 is optimal,
i.e., θ̂(xδ) = θ6(x3,δ). Due to continuity of θ̂ and θ6, we have

θ6(x3min) = lim
δ→0

θ6(x3,δ) = lim
δ→0

θ̂(xδ) = θ̂(x0), where x0 = (x1, x2, x3min),

therefore, θ6(x3min) ≤ θ7(x3min).
(c) If −17

2 x
2
1 < x2 < −9

2x
2
1, then x3min = x21x2 + 17

4 x
4
1. For these points

S21 = S11x
2
1 + 9

2x
4
1, hence, S

2
11 + 18S21 = (S11 + 9x21)

2. Since S11 + 9x21 ≥ 0, using
(23), (24) we get θ7(x3min) = −x2

x1
+ 17

2 x1. On the other hand, S22 = S12x
2
1 + 4x41,

therefore, S2
12 +16S22 = (S12 +8x21)

2. Since S12 +8x21 ≥ 0, using (28), (29) we get
θ8(x3min) = −x2

x1
+ 17

2 x1. Thus, θ7(x3min) = θ8(x3min). Using the results obtained
for the domain D6,8, we get

� if k2x
2
1 < x2 < −9

2x
2
1, then θ7(x3min) = θ8(x3min) < θ6(x3min);

� if x2 ≤ k2x21, then θ7(x3min) = θ8(x3min) ≥ θ6(x3min).
Thus, we get the following relations.

� If c2x
2
1 ≤ x2 ≤ k2x21, then θ6(x3min) ≤ θ7(x3min).

� If x2 < c2x
2
1 or k2x

2
1 < x2 < −9

2x
2
1, then θ7(x3min) < θ6(x3min).

(34)

Now let us study θ6(x3) and θ7(x3) as functions of x3 ∈ [x3min,−1
4x

4
1). By

(19), (20) and (23), (24),

θ6 = θ6(x3) =

√
S3
12

S22
+ x1, θ7 = θ7(x3) = 9A7 −

S11
A7
− x1,

and

A7 = A7(x3) = 1
3

√
−S11 +

√
S2
11 + 18S21.

Since S11 < 0 and S12 < 0 are constants while S21 < 0 and S22 < 0 are increasing
functions of x3, we see that θ6(x3) and A7(x3) increase. However, 9A2

7 > −S11,
hence, θ7(x3) also increases.
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Let us introduce the functions

h6(x3) = θ6(x3)−
27x3

2
√
−S3

11

, h3(x3) = θ7(x3)−
27x3

2
√
−S3

11

,

and show that h6(x3) increases and h7(x3) decreases. We have

∂h6(x3)

∂x3
=

√
−S3

12

2
√
−S3

22

− 27

2
√
−S3

11

,
∂h7(x3)

∂x3
=

1

2A3
7(x3)

− 27

2
√
−S3

11

.

Hence, ∂h7(x3)∂x3
≤ 0 i� A7 ≥ 1

3

√
−S11 which is obvious. Thus, h7(x3) decreases.

For h6(x3) we have ∂h6(x3)
∂x3

≥ 0 i� 9S22 + S11S12 ≥ 0 or, what is the same,

x3 ≥ −1
9(x22 + 2x41). If x ∈ D6,7, then the inequality x3 ≥ − 1

18x
2
2 + 1

18x
2
1x2 + 17

72x
4
1

holds. Moreover, − 1
18x

2
2+ 1

18x
2
1x2+ 17

72x
4
1 ≥ −1

9(x22+2x41) for any x1, x2. Therefore,

x3 ≥ −1
9(x22 + 2x41) in D6,7, hence,

∂h6(x3)
∂x3

≥ 0.

Thus, h6(x3) increases and h7(x3) decreases and, besides, relations (34) imply
that

� if c2x
2
1 ≤ x2 ≤ k2x21, then h6(x3min) ≤ h7(x3min),

� if x2 < c2x
2
1 or k2x

2
1 < x2 < −9

2x
2
1, then h7(x3min) < h6(x3min).

Concerning the upper bound, we have h6(x3) → +∞ as x3 → −1
4x

4
1 while

h7(−1
4x

4
1) < +∞. Therefore, we obtain the following result.

� If x2 < c2x
2
1 or k2x

2
1 < x2 < −9

2x
2
1, then h7(x3) < h6(x3), and therefore,

θ7(x3) < θ6(x3) for all x3 ∈ [x3min,−1
4x

4
1).

� If c2x
2
1 ≤ x2 ≤ k2x

2
1, then there exists a unique point x̃3 ∈ [x3min,−1

4x
4
1)

such that h6(x̃3) = h7(x̃3) or, equivalently, θ6(x̃3) = θ7(x̃3).

In other words, if x ∈ M6,7, then c2x
2
1 ≤ x2 ≤ k2x

2
1. Moreover, the surface

M6,7 has a unique point of intersection with any vertical line with �xed x1 > 0
and c2x

2
1 ≤ x2 ≤ k2x21.

4. Time-optimal controls

Combining the results obtained above we formulate the explicit solution of
the time-optimal control problem (2). Suppose a point x with x1 > 0 is given. In
order to set the point to a certain case, one has to check all the conditions from
the list corresponding to this case; they are collected in Table 1. The optimal time
and the optimal control are found by explicit formulas depending on the case.

Recall that c1 = 1
18(v21 − 1) ≈ −0.026895, where v1 is the unique positive root

of the equation 91v4 + 486v3 + 736v2 − 584 = 0, c2 = 1+c1+
√
1+2c1

2c1
≈ −36.17491,

k1 = 1
16(3 − 2

√
3) ≈ −0.0290064, k2 = 1−k1+

√
1+16k1

2k1
= −1

2 −
8√
3
≈ −5.118802,

and r = (−17
2 − 6

√
2) ≈ −16.98528; the functions F (x) and G(x) are given by

formulas (31) and (33). Fig. 26 shows the intersection of the plane x1 = 1 with
domains where controls corresponding to cases 1�8 are optimal.
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Case 1: x2 ≥ 7
2x

2
1 and 1

2x
2
2 + 1

2x
2
1x2 − 1

8x
4
1 ≤ x3 ≤ 5

6x
2
2 − 5

6x
2
1x2 + 11

24x
4
1.

(1,−1, 1)

Case 2: x2 ≥ −1
4x

2
1 and 1

4x
2
1x2 − 5

32x
4
1 ≤ x3 ≤ 1

2x
2
2 + 1

2x
2
1x2 − 1

8x
4
1,

(−1, 0, 1) if x2 ≥ 11
4 x

2
1 then x3 ≥ 1

18x
2
2 − 1

18x
2
1x2 + 19

72x
4
1 or F (x) ≥ 0.

Case 3: if x2 ≤ −1
4x

2
1 then x3 ≤ −5

6x
2
2 + 5

6x
2
1x2 + 1

24x
4
1,

(1,−1, 0, 1) if −1
4x

2
1 ≤ x2 ≤ 11

4 x
2
1 then x3 ≤ 1

4x
2
1x2 − 5

32x
4
1,

if x2 ≥ 11
4 x

2
1 then x3 ≤ 1

18x
2
2 − 1

18x
2
1x2 + 19

72x
4
1 and F (x) ≤ 0.

Case 4: x2 ≤ −1
4x

2
1 and x3 ≥ −5

6x
2
2 + 5

6x
2
1x2 + 1

24x
4
1,

(1,−1, 1) if −1
2x

2
1 ≤ x2 ≤ −1

4x
2
1 then x3 ≤ 1

2x
2
2 + 1

2x
2
1x2 − 1

8x
4
1,

if x2 ≤ −1
2x

2
1 then x3 ≤ −1

2x
2
2 + 1

2x
2
1x2 + 1

8x
4
1.

Case 5: x2 ≤ −1
2x

2
1 and −1

2x
2
2 + 1

2x
2
1x2 + 1

8x
4
1 ≤ x3 ≤ x21x2 + 1

4x
4
1,

(1, 0,−1) if x2 ≤ c2x21 then x3 ≤ 1
4x

4
1 + c1(x2 − 1

2x
2
1)

2.

Case 6: c2x
2
1 ≤ x2 < −1

2x
2
1 and x3 ≥ x21x2 + 1

4x
4
1,

(−1, 0,−1) if c2x
2
1 ≤ x2 ≤ rx21 then G(x) ≤ 0,

if rx21 ≤ x2 ≤−17
2 x

2
1 then x3 ≤− 1

18x
2
2+

1
18x

2
1x2+

17
72x

4
1 or G(x)≤0,

if −17
2 x

2
1 ≤ x2 ≤ k2x21 then x3 ≤ x21x2 + 17

4 x
4
1 or G(x) ≤ 0,

if k2x
2
1 ≤ x2 < −1

2x
2
1 then x3 ≤ −1

4x
4
1 + k1(x2 + 1

2x
2
1)

2.

Case 7: if x2 ≤ c2x21 then x3 ≥ 1
4x

4
1 + c1(x2 − 1

2x
2
1)

2,

(1, 0,−1, 1) if c2x
2
1 ≤ x2 ≤ rx21 then x3 ≥ −1

4x
4
1

or x3 ≥ x2x21 + 1
4x

4
1 and G(x) ≥ 0,

if rx21 ≤ x2 ≤ −17
2 x

2
1 then x3 ≥ −1

4x
4
1

or x3 ≥ − 1
18x

2
2+

1
18x

2
1x2+

17
72x

4
1 and G(x)≥0,

if −17
2 x

2
1 ≤ x2 ≤ k2x21 then x3 ≥ −1

4x
4
1

or x3 ≥ x21x2 + 17
4 x

4
1 and G(x) ≥ 0,

if k2x
2
1 ≤ x2 ≤ 7

2x
2
1 then x3 ≥ x21x2 + 17

4 x
4
1,

if x2 ≥ 7
2x

2
1 then x3 ≥ 5

6x
2
2 − 5

6x
2
1x2 + 11

24x
4
1.

Case 8: k2x
2
1 ≤ x2 ≤ 7

2x
2
1 and x3 ≤ x21x2 + 17

4 x
4
1,

(−1, 0,−1, 1) if k2x
2
1 ≤ x2 ≤ −1

2x
2
1 then x3 ≥ −1

4x
4
1 + k1(x2 + 1

2x
2
1)

2,

if −1
2x

2
1 ≤ x2 ≤ 7

2x
2
1 then x3 ≥ 1

2x
2
2 + 1

2x
2
1x2 − 1

8x
4
1.

Table 1. Description of optimal controls for points with x1 > 0

Also, we obtain the solution of the optimal synthesis problem, i.e., describe
the optimal control as a function on x. To this end, we take into account that the
controls of cases 1, 3, 4, 5, 7 begin with +1 and the controls of cases 2, 6, 8 begin
with −1. The value 0 corresponds to limit cases (between cases 5 and 6, between
cases 7 and 8). There exist surfaces for which both values +1 and −1 are possible;
they are described by the equations F (x) = 0 and G(x) = 0 (between cases 2
and 3, between cases 6 and 7). Fig. 27 shows the solution of the optimal synthesis
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problem, namely, the intersection of the plane x1 = 1 with the domains in which
the optimal control as a function of x equals +1 or −1. The intersection with
surfaces corresponding to the value 0 are drawn by dotted lines; the intersection
with surfaces where both values +1 and −1 are possible are drawn by bold lines.

Let us show that the rest part of the border (drawn by thin lines) corresponds
to the value −1. In fact, the upper thin curve separates cases 1 and 2 and the
lower thin curve consists of two segments: one segment separates cases 8 and 4
and the second segment separates cases 2 and 3. At all these points A = x1 where
A corresponds to cases 1, 4, and 3 respectively, hence, at these points u = −1.

Fig. 26. Optimal controls
on the plane x1 = 1

Fig. 27. Optimal synthesis
on the plane x1 = 1

For the points with x1 < 0 we use the symmetry arguments. Namely, let us
solve the time-optimal control problem for the point −x; suppose û(t,−x) is the
optimal control and θ̂(−x) is the optimal time. Then the optimal control and the
optimal time for the initial point equal û(t, x) = −û(t,−x) and θ̂(x) = θ̂(−x).

Finally, let us �nd optimal controls for points with x1 = 0. In this case the
analysis of possible types of control is shorter since cases 6 and 8 are impossible.
Since x1 = 0, controls of cases 1, 3, 4 and 7 can be chosen in two forms; as an
example, two forms of the control of case 3 are shown in Fig. 28.

Fig. 28. Graph of x1(t) for two variants of the optimal control of case 3

Moreover, domains corresponding to cases 1 and 4 are symmetric to each
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other; the same holds for cases 2 and 5 and for cases 3 and 7. We notice that,
from the point of view of the synthesis problem, in these cases the both values
+1 and −1 are possible.

Arguing analogously to the previous sections, one can �nd the domains in
which controls corresponding to these cases exist, and analyze the overlapping
domains. We give the �nal answer only, see Table 2, Fig. 29 and Fig. 30.

Case 1: x2 ≥ 0 and 1
2x

2
2 ≤ x3 ≤ 5

6x
2
2.

Case 2: x2 ≥ 0 and −c1x22 ≤ x3 ≤ 1
2x

2
2,

Case 3: if x2 ≥ 0 then x3 ≤ −c1x22, if x2 ≤ 0 then x3 ≤ −5
6x

2
2.

Case 4: x2 ≤ 0 and −5
6x

2
2 ≤ x3 ≤ −1

2x
2
2.

Case 5: x2 ≤ 0 and −1
2x

2
2 ≤ x3 ≤ c1x22.

Case 7: if x2 ≤ 0 then x3 ≥ c1x22, if x2 ≥ 0 then x3 ≥ 5
6x

2
2.

Table 2. Description of optimal controls for points with x1 = 0

Fig. 29. Optimal controls
on the plane x1 = 0

Fig. 30. Optimal synthesis
on the plane x1 = 0

Example. As was shown above, for some points there exist two di�erent
optimal controls. As an example, let us consider the point x with x1 = 1 and
x2 = −8, then −17

2 x
2
1 ≤ x2 ≤ k2x

2
1 (recall that k2 ≈ −5.12). Let us �nd x3 so

that θ6 = θ7. To this end we solve the equation G(x) = G(1,−8, x3) = 0 on
the interval x3 ∈ [x21x2 + 17

4 x
4
1,−1

4x
4
1) = [−15

4 ,−
1
4) and get x3 ≈ −1.879. For

this point both controls of cases 6 and 7 are optimal. Fig. 31 and 32 show the
components of the optimal trajectories corresponding to these optimal controls;
the time of motion equals θ6 = θ7 ≈ 17.092.

Acknowledgement. The author is grateful to Sergey Shugaryov for
attracting her attention to system (2).
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Fig. 31. Components of the optimal
trajectory for the point

x = (1,−8,−1.879), case 6

Fig. 32. Components of the optimal
trajectory for the point

x = (1,−8,−1.879), case 7
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