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In malfunction of network devices it is recorded the fact of a failure, determined by its location and type.
Message was transmitted about a fault, device or node disconnected and replaced by a reserve or adjusted.
Continuous monitoring of the work in local network, which is basis of any corporate computer network is required to
support in working condition. Given the importance of this function it is often separated from other functions and
implemented by special means. This separation of control functions is useful for small and medium sized networks.
The use of independent controls helps network adminigtrators identify problem areas and network devices, and their
disconnection or reconfiguration they can perform manually in this case. Also, in some cases, standalone tool can
diagnose the problem and fix it.

This article describes the process of monitoring network which is usually divided into two stages — monitoring
and diagnosis. On the stage of monitoring it is analyzed, that a procedure for the collection of primary data on the
network CFS is performed: statistics on the number of circulating frames and packets of various protocols in the
network, state of port hubs, switches and routers, and so on. As well the diagnosis stage is executed which means
more complex and intellectual process of understanding gained information during monitoring, comparing it with
data obtained before and making assumptions about possibl e causes of slow or unreliable network work. The task of
monitoring the network is solved using software and hardware meters, testers, network analyzers, built-in monitoring
and communication devices, system management agents. Also, diagnosis of CFS task requires more active
participation of a person and use of sophisticated tools such as expert systems, accumulating experience of many
network professionals.

Obvioudy it is much easier to prevent network problems CFS than correct problems that have arisen.
Diagnosis of servers and network devices CFS will advance to learn about potential problems and prevent their
occurrence. Tracking functioning of network and maintaining its background work, besides administrator can provide
users with accurate information, which is sometimes the wrong idea about a frequency of various malfunctions.

It is analyzed tools for monitoring and diagnosing networks CFS and they are grouped into several large
classes:

— Network management system — centralized software systems that collect data on components and
communication devices of network and traffic data in the network. These systems do not only monitor and analyze,
but also perform automatic or semi-automatic mode of network management: enabling and disabling port devices,
change of settings of table bridges, switches and routers, etc.

— System management. System management means often perform functions similar to the management
systems, but in relation to other objects.

— Embedded systems of diagnostics and control. These systems are carried out the form of hardware and
software modules that are installed in communication equipment as well as software modules built into operating
system. They serve as diagnosis and management of only one device, and this is a main difference from centralized
control systems.

— Protocol anayzers. They are software or hardware and software systems that are limited in contrast to the
management systems only by functions for monitoring and analyzing network traffic.

— Protocol analyzers provide some logical conditions to capture individual packets and perform full decoding
of captured packets shown in user-friendly form nesting packet protocols at different levels in each one of
deciphering the contents of individual fields of each packet.

— Equipment for the diagnosis and certification of cable systems. Conventionally, this equipment can be
divided into four main groups. network monitors, devices for certification of cable systems, cable scanners and
testers.
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— Expert systems. This type accumulates human knowledge about identifying the causes of abnormal networks
and possible ways to bring the network for functioning.

— Multifunctional devices of analysis and diagnostics. Due to proliferation of local networks it was necessary
to develop low-cost handheld devices that combine functions of several devices: protocol analyzers, cable scanners
and even some opportunities to network management software.

The article presents an algorithm testing computer network in a specialized environment of unit diagnostics of
CEFS corporate network. Also, algorithm of diagnosing of CFS corporate computer network using modules inspection
services can be used as basis for more complex CFS corporate computer networks with many nodes.
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The timeliness of development and formulation of general requirements and architecture of integrated onto-
based information analytical environment of scientific research, professional healing and e-learning of Chinese image
medicine as a promising component of integrative medicine is substantiated in the article. Scientific evidence-based
integrative medicine is typical for conventional medicine; but unlike the conventional, the integrative medicine
synthesizes experience and engages all the best achievements of ancient medicine and contemporary Western one.
The integrative medicine is not a new field of medicine; it is its new paradigm that facilitates the new quality of
healthcare services.

Traditional Chinese medicine experienced a number of comprehensive clinical researches, theoretical
scientific studies and relevant information analysis means were developed (ontologies, expert systems, grid systems),
there is no such research and significant information analysis means for Chinese image medicine. The development of
integrated onto-based information analytical environment of scientific research, professional healing and e-learning of
Chinese image medicine is aimed to ensure the effective organization and coordination of existing professionals of
Chinese image medicine, its scientific researchers, people who study Chinese image medicine and the establishing of
modern intellectualized information means and resources in traditional, complementary and integrative medicine on a
national and worldwide basis. The developing information environment will enable on a high scientific, technological
and infrastructure levels data collection and automated statistical and intellectualized analysis of treatment results by
means of Chinese imagine medicine; will facilitate the creation of a unified database of theoretical, experimental and
clinical research in integrative medicine.

Onto-basis of the developed integrated information environment will help to unify, standardize the
technologies of information submission (data and knowledge) in traditional Chinese medicine and Chinese image
medicine that will make it possible to solve the problem of semantic heterogeneity of poorly structured and hard
formalized knowledge of Chinese image medicine because the use of ontologies eliminates subjective factors,
polysemantics, fuzziness of images and concepts that are explicitly or implicitly operated by complementary
medicine specialists in diagnostic and therapeutic decision-making. In addition, the developed onto-based
environment allows maintaining the necessary level of integration and sustainability of knowledge and data in
Chinese medicine for different information technology and systems, and also the possibility of multiple reuse of
knowledge for various information systems and applications.
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Also the requirements and general architectural components of integrated onto-based information analytical
environment of scientific research, professional healing and e-learning of Chinese image medicine were developed in
the study, in particular for the information system of professional healing Image Therapist, a knowledge-base of
Chinese image medicine, expert system for diagnostic and therapeutic decision-making support, information system
of e-learning of Chinese image medicine, information system of research in Chinese image medicine.
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Nowadays systems and methods of computational intelligence are widely used in solving various problems of
Data Mining, such as image processing, classification, clustering, etc. Clustering of multidimensional observations in
large databases often occurs in many real practical tasks and for its solution many algorithms were proposed. Today
in the frame of Big Data concept special attention is given to the processing of information, that is stored either in the
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very large data bases, or is located sequentially in on-line mode from the cloud in the form of data stream. For solving
these tasks mathematical apparatus of computational intelligence can be successfully used, especially artificial neural
networks and soft computing based on fuzzy logic. It is clear that known systems of computational intelligence must
be essentially modified for processing large data volumes that are sequentionally integrating into the processing.
Obviously, most of the available methods for solving clustering tasks do not construct a single hypothetical algorithm
that would potentially be effective for all of the occurring situations. One of such hypothetical and complex situations
is connected with assumption, that every vector-observation can be associated with different levels of possibilities,
probabilities or their involvement into several or all formed clusters at the same time. The most popular systems
designed for data processing in batch mode are BSB— and ART- neural networks; T. Kohonen’s self-organizing maps
(SOM) were designed for sequential data clustering due to their implementation simplicity and computational
possibilities of sequential data processing in on-line mode that allow their appliance to tasks of Dynamic Data Mining
and Data Stream Mining. It is as well supposed that the recovered classes aren’t mutually overlaping and have a
convex shape, i.e. in the self-adjustment recovering process separating hyper-planes that clearly separate different
clusters.

In situations when clusters have arbitrary shape the so-called kernel self-organizing maps (KSOM) may be
used to solve the problems of clustering. These systems are built using the J. Mercer’s kernels and are based on
minimization of empirical risk criterion that takes place in so-called support vector machines (SVM) introduced by V.
Vapnik. SVM-neural networks are really effective means for solving many problems of Data Mining including
clustering. However, because the number of neurons in this network is determined by the volume of the processed
dataset, it’s clearly that it is not appropriate for the problems associated with on-line analysis of the information that is
integrated into the system. In this regard, instead of the conventional approach to SVM-kernel systems in clustering
tasks it is possible to use the ideas associated with the E. Parzen’s windows, D. Specht’s generalized regression neural
networks (GRNN) and T. Cover’s theorem of linear classes separability in spaces of higher dimensions.

The architecture and self-learning method for hybrid neuro-fuzzy system for big data fuzzy clustering in on-
line mode are proposed in this paper. The architecture of proposed system consists of four information processing
layers and represents the hybrid of the fuzzy generalized regression neural network and T. Kohonen’s clustering self-
organizing network. During a learning procedure in on-line mode the proposed system tunes both its parameters, and
its architecture. For shaping the belonging functions of neuro-fuzzy system the method based on competitive learning
is introduced. The hybrid neuro-fuzzy system shapes its synaptic weights, centers and width parameters of
membership functions. Experimental results have proved the fact that the proposed system could be used to solve a
sequential data stream clustering task. The proposed system is characterized by computational simplicity. A
distinguishing feature of the proposed system is that this system combines both supervised learning, and self-learning
procedures.

Key words: self-learning method for hybrid neuro-fuzzy system, fuzzy clustering, clustering self-organizing
network, fuzzy generalized regression neural network
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Models and methods of formalizing and modeling process of decision making in systems with situation
awareness (SAW systems) were considered and analyzed. The important feature of autonomous intellectual systems
is situation awareness — the ability to obtain information about the state of environment and using this data in
combination with knowledge about domain to make decisions on necessary actions.

Acquisition and representation of data in the form of algebraic structures are widely used by the experts in the
field of information technology. Nowadays different methods are used for domain modeling and the resolution of
problems in SAW systems. Existing methods of formalizing situations allows to display only certain subtasks SA. But
decision-making and identification of situations in the real world require a combination of various methods.

Thus, there is a need to develop a holistic approach that allows using within a system of different techniques
of situation awareness modeling. This can be achieved by developing a central formal model and building mappings
to other methods and models from it.

For research situation awareness use models in which detailed parts of SAW and their interdependence.

Formal models were considered, because building a formal model is a prerequisite for better understanding of
the SAW system requirements and is the basis for further development frameworks and SAW systems architectures.

The aim of the paper is to develop formal models and frameworks for knowledge representation and
processing in SAW systems (particularly algebraic framework) and as well as building the mapping of algebraic
model into model of description logic.

The process of knowledge processing in SAW systems were viewed and analyzed. The situation as a
mathematical unit (infon) was presented.

The unifying algebraic model, allowing the usage of different tools for situation awareness modeling, based of
algebra of systems was proposed. The representation of situations and mapping between algebraic model and
description logic model was developed. Also, the modeling process of complex systems using this framework was
analyzed.

The process of evaluation and identification of situations is based on ontological modeling of subject area
using the framework of Algebra of Systems.

The proposed algebraic approach is based on Algebra of System and meets the general JDL model for SAW
systems. It has sufficient flexibility and allows using for modeling and solving problems other mathematical methods
by building mappings between them.

The mapping of algebraic model to description logic model is described allowing to perform necessary logical
reasoning in SAW system.

Description logics (DL) are used for reasoning in ontology based systems. They are based on first order
predicate logic.

The usage of logical reasoning is an important part of any knowledge-based system because it helps to
maintain the logical consistency of domain model and the correctness of data. However, the usage of DL as a primary
model for domain representation has also substantial drawbacks. The simplified model of DL based on first order
logic does not allow to make other types of reasoning (inductive, statistical, based on analogies) which are helpful in
human-like cognitive activities.

The mappings between algebraic model, description logic and interpreted systems are proposed. It allows using
logical reasoning that are developed for description logic and interpreted systems for research ontology based
systems.

Key words: situation awareness, formal model, framework, Algebra of Systems, description logic, interpreted
systems.
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The problem of image quality assessment in the transmission and processing of video data in information and
telecommunication systems is considered. The image quality is characterized by several basic parameters [1-4].
Generalized contrast of image is the most important quantitative characteristic which determines the objective quality
of the image [3, 5]. The generalized contrast of complex images is generally defined basing on the quantitative
assessments of contrast for individual pairs of image elements (objects and background) [5—7].

One of the most important problems when measuring the generalized contrast of complex images is the choice
of definition of contrast for two elements of image [7]. Definitions of the contrast of image elements (of the contrast
kernels) will meet the basic requirements to the contrast definition and should ensure reasonably accurate quantitative
assessment (measurement) of contrast of image elements for the real complex images and should allow evaluate
(predict) the perceived values of image contrast at carrying out of subjective (qualitative) expert assessments [8].

The problem of contrast measuring of image elements (objects and background) on complex (multi-element)
images is considered in this paper. The paper deals with the basic requirements to the contrast definition [7, 8, 10].
Known definitions of a weighted and relative contrast of image elements are considered [5—7, 9, 11-13].

The main disadvantages of known contrast definitions are the uncertainty and the multiplicity of the conditions
under which the extreme values of contrast are achieved. To address these shortcomings we propose a new method of
contrast measurement of image elements on the basis of assessments of contrast for appropriate elements on the
primary (initial) and inverted (negative) images.

The generalized description of image elements contrast for different definition of contrast kernels was
suggested. The new definitions of weighted and relative contrast of image elements were proposed.

For contrast definition of elements of complex images using the chosen (the specified) definition of contrast
kernel we propose the generalized contrast description on the basis of analytical definitions of contrast for the initial
(primary) and for inverted (negative) images.

The research of known and proposed definitions of a weighted and relative contrast to evaluate the efficiency
of measuring (of quantitative assessment) of contrast of image elements was carried out. Experimental researches
were carried out through the comparative analysis of known and proposed definitions of a weighted and relative
contrast for compliance with the basic requirements to the contrast.

The proposed new descriptions of weighted and relative contrast of image elements on the pre-normalized
images satisfy to the all known basic requirements to the contrast definition and ensure reasonably accurate
quantitative assessment (measurement) of contrast of image elements for the real complex images [14] and also allow
evaluating (predict) the perceived values of image contrast at carrying out of subjective (qualitative) expert
assessments.
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The proposed definitions of contrast can be recommended for image quality assessment in transmission and
processing of video data in telecommunication systems of various destinations.

Key words: image quality assessment, image contrast, contrast of image elements, weighted contrast, relative
contrast, contrast kernel.
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INTELLIGENT ANALYSISOF MATHEMATICAL SOFTWARE COLLAPSING
AND EXPANDING OF FORMULAE ALGORITHMS

Andrii Vasyliuk, TarasBasyuk
Information Systems and Networks Department, Lviv Polytechnic National University, 12, S. Bandery Str.,
Lviv, 79013, Ukraine

Algebra algorithms — with algorithms as its objects — are described as formulae that can be converted with the
intention to minimize, substitute, reduce, and expand formulae algorithms. This theory has the specific features of
operations, such as sequencing, elimination, and cyclic paralleling operations that appear as special characters being
unknown mathematical symbols. In order to simplify the process of algebra algorithms formulae typing and editing, it
is needed to implement formulae reduction and expancion.

This article discusses the processes of reduction and expancion of formulae of algebra algorithms. The process
of reducing of algorithm formula presupposes replacement of the part of the formula for trivial algorithm uniterm
with the sequential number of a reduced formula. In its turn, the process of formula expansion presupposes the
replacement of trivial unitherms of the sequential number of a reduced formula with the responding expanded formula
with the preservation of the corresponding hierarchical relationships. These processes are further accompanied by
adapting and adjusting the formulae of algebra algorithms.

Mathematical software should describe the possibility of reducing and expanding of formulae of abstract
algorithms that visually reduce abstract algorithm formula.

Reducing of formulae of abstract algorithm is implemented as follows:

— select a formula abstract algorithm;

— select the tool on the toolbar;

“reduce or expand an abstract algorithm formula”.

The system will automatically minimize abstract algorithm formula.

Expanding of formula of abstract algorithm is implemented in the following way:

— select the required formula abstract algorithm (in the form of the uniterm);

— select the tool on the toolbar “reduce or expand an abstract algorithm formula.”

The synthesising of algorithm reduction and expansion can be considered accomplished. They are described
by means of algebra algorithms. The minimization of abstract algorithms and formulae deployment of algorithms by
the sequential unitherms can be considered accomplished as well.
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The synthesising process of software deployment and minimization of formulae algorithms is described in the
relevant seqence field variables, allowing us to perform research of software deployment processes coagulation and
formulae algorithms.

The advantage of the synthesized and minimized Mathematical providing of reduction and expansion of
formulae of algebra algorithms is that it ensures the correct implementation of adaptation with consideration of
geometrical parameters and orientation of the unitherms.

Key words: uniterm, algorithm, minimization, reduction, expansion, mathematical model.
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The article considers the method of three-dimensional surface reconstruction from the triad of two-
dimensional images. This method is based on Lambertian reflection model. A method of 3D reconstruction of the
prospected surface is described step by step. It is proposed to use three directions of illumination for the recording
process of the triad of images. For the recording process of every image it is suggested to use the personal direction
of illumination.

During the recording process of first image it is applied vertical direction of illumination.

During the recording process of second image it is applied lateral direction of illumination. This lateral
direction of illumination belongs to the ortogonal plane of XZ.

During the recording process of third image it is applied other lateral direction of illumination. This lateral
direction of illumination belongs to the ortogonal plane of YZ.

The technologically pre-arranged value of every direction of illumination is a parameter of proposed
reconstruction. Other parameters of proposed reconstruction are values of pixels of the triad of images.

After video recording three directions of illumination together with the triad of images being reconstructed to
derivatives on the surface are in every point.

Errors that can appear when the algorithm is used are shown.

These errors are conditioned by deviation of lateral direction of illumination from the technologically pre-
arranged value in plane XZ and YZ. A method of the estimation of errors of the reconstructed derivatives is
described step by step.

First step. For the analytical show of errors of every direction of illumination it is suggested to use function of
the two angles. First angle of direction of illumination belongs to the ortogonal plane of XZ. Second angle of
direction of illumination belongs to the ortogonal plane of YZ. Second step. Functions of the two angles that can
appear when the reconstructed derivatives are used in the real work are shown. Third step. The row of Teilor when
the reconstructed derivative used the every angle, is shown. Fourth step. The error of reconstructed derivative when
the reconstructed derivative used the every angle is extracted from the approximated row of Teilor.

These errors that can appear when the algorithm is used are estimated. The reconstruction and the estimation
of errors of the reconstructed derivatives is described in the three stages.

First stage. Before video recording it is measurement of direction of illumination. That measurement is done
with device of lateral ray. The device has a source of light and two screens. These screens are located between the
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source of light and the prospected surface. Every screen has small opening. Opening is located so, that providse the
light ray through them if direction of illumination has the technologically pre-arranged value. For that the source of
light has the adjusting device of direction of illumination. So, pre-arranged mode of illumination is set by the
structural adjusting of direction of illumination. It is known the diameter of opening and known distance between
screens. In this case it is shown a value of the pre-arranged absolute error of direction of illumination. During
realization of quantitative analysis of exactness the used absolute error of establishment of lateral direction of
illumination does not exceed 0,01 advices.

Second stage. The opening is large. Lighting on the surface of the prospected object exists. After that the
video recording is started. Then it happens reconstruction of derivatives.. During realization of quantitative analysis
of exactness it is used technical descriptions of system of three-dimensional reconstruction. Its relative error of
reconstruction of horizontal and vertical derivative does not exceed ten percents.

Third stage. When known absolute error of lateral direction of illumination and when known relative error of
reconstruction of horizontal and vertical derivative, these parameters apply in the proposed formula of the error of
reconstructed derivative.

In this case during realization of quantitative analysis of this formula, we got recommendations for
establishment of ranges of the reconstructed derivatives.

Key words: 2D image, 3D reconstructio, direction of illumination.
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Modern information society is characterized by not only sheer growth of data amounts, but also by its
unlimited variety. Practically 75% of all the information is both unordered and unstructured. Structured data is saved
in data bases, which are easily processed, hence, it’s easy to get all kinds of regularities and dependencies from them.
The term “Big Data” is closely related to unstructured data. According to experts, unstructured data forms up to 90%
of big data [1-7].
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There’s a range of hardware-software complexes, which offer an already configured solution to process large
volumes of data: Aster MapReduce appliance, Oracle Big Data appliance, Greenplum appliance. However, all those
highly productive systems have major drawbacks: 1) high prices; 2) expensive support of this class of solutions.
Those factors play a huge role when it comes to small and medium companies [4, 9, 10].

Association rule learning algorithms have become one of the most popular existing methods for identifying
data patterns. Considering all pros and cons of this kind of algorithms, as well as their implementation particulars, we
have chosen to analyze the Apriori algorithm on big amounts of unstructured and structured data [11-15].

The article contains the comparison of results and performance of the Apriori algorithm for big amounts of
unstructured and structured data. Performance quality of the algorithm is defined by the number of generated rules for
different values of support and confidence coefficients. Productivity is defined by the processing time with the
required computing capacities of the system.

For the computational experiments, it was required to implement a prototype of a recommendatory program
system for a sales outlet, based on the Apriori algorithm implementation. The Apache Hadoop platform has been used
for distributed processing of big data [19-24].

The software system provides us with the following functions: data pre-processing; data analysis; parallel data
processing; association rules search or creation. The project is made up of two modules: unstructured data processing
and structured data processing. Association rule learning algorithm has been implemented using Java programming
language in the NetBeans IDE.

For this goal we used a database of items, which contains information on all transactions with a certain set of
products. The unstructured data downloaded from the * .csv files is stored using HDFS file system and processed
with a computing framework for distributed tasks named MapReduce. The structured data is located in the “Products”
database in MS SQL Server 2012. The algorithm processes the same sets of data.

The system for the unstructured data processing requires the minimum of 16 GB RAM and an 8-core
processor. On the other hand, in order to process structured data we only need 2 GB RAM and a dual-core processor.
To estimate the program system’s work results we executed the following processes: 450MB, 1GB, 2.5Gb of the
structured and unstructured data respectively. The data contains information on a retail outlets’ products and
corresponding transactions.

When we set support and confidence coefficients to more than 0.5 (for example, 0.6 and 0.7 respectively), we
found only 3 rules for the structured data and none for the unstructured data. This points out the limitations of the
Apriori algorithm when dealing with unstructured data. For the average support and confidence coefficients the
algorithm finds approximately 20% more association rules for the structured data than for the unstructured data.

Apriori algorithm works 3 times faster with small sets of structured data compared to the same kind of sets of
unstructured data. As the data volume grows, speed advantages of the unstructured data processing drastically
decreases. For the experiment using 1Gb of data, the processing time is 70% bigger when dealing with unstructured
data. But the experiment with 2.5Gb of data only shows 12% difference.

Aforementioned results can be used to reason an optimal choice of implementation technologies.

Key words: apriori algorithm, structured data, unstructured data, associative rule, data volume.
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Information activities of higher educational institutions in social media provide a wide range of accounting and
analytical works as well as a complex of work on accounting, analysis and management of the departments of higher
education institution in the communities to form the image of the university. The formalization of the process of
creating an information image allows to significantly reducing the costs for information activities and management. In
addition, accounting the results of universities information activities gives an opportunity to develop and implement
an integrated system of remuneration and promotion for departments achieved high results.

A formal accounting structure of the higher educational institution is implemented in the present article. The
core software system for managing universities information activities consists of a multi-component database that
stores reference data and current university activities in social media is documented. Information from the database is
used and updated within all workplaces of the complex. The article presents the implementation of the information
model of each database component. Chart models presented in the article are somewhat simplified in comparison with
a real database, so the physical aspects of the structure are not shown, attributes that are of a technical ancillary nature
are not presented, the system of data integrity and codification of data are not described.

The main purpose of writing the article is to develop the structure components of database, which stores
information necessary for the execution of the automated search items of information image of higher educational
institutions in communities, as well as to develop the structure of the following databases: the organizational structure
of the university, indicators of communities, specific indicators of communities, generators, communication
characteristics of generators, areas of responsibilities, etc.

The architecture of the information model of each database components in the form of “entity-relationship”
diagrams is developed. In particular, the structure of the database “Organizational structure of the higher educational
institution” is developed, a multi-level model of the generator for information activity of universities is developed.
The account of generators is constructed in such a way that it actually realizes and accounts all available image
information of higher educational institution in social media. The structure of the database for account of
administratively approved areas of responsibility of departments for information activity of higher education
institutions is developed.

An important component of the overall database of the complex and part of its core is the database component,
which is to take into account the social media (communities) that are involved or can be involved in the university
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information activity. The article defines data arrays that should be stored in the community database: the registration
of communities in which active information activities are carried out, the accounting of communities for which
content is monitored and activity analysis, the registration of communities that are previously detected and for which
identification is carried out basic characteristics, determining the relevance and appropriateness of conducting
university information activity and the similar. Despite the different purpose of each array, their structure is of the
same type, so the same entities are used to account them, although for different arrays a set of attributes with certain
and indeterminate data may differ substantially.

The component operates with basic entity “Communities” and the entity “Community technology
characteristics” that corresponds to the group of characteristics VT. The entity “Search characteristics of the
Community” executes the “many-to-many” relation between the “Communities” and the “Search engine”, as well as
stores typical specialized queries for searching within the community in a particular GPS.

The structure of the DB “Generators” is based on the formal definition of the generator and its relations with
communities and individual discussions. The entity “Elements of the generator” simultaneously provides possibility
of storing information about individual discussions in social media without referring to a particular generator.

Key words: university, information activities, information image, Internet marketing.
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The rapid spread of intelligent and interconnected devices and systems stimulates the amount of collected data
to grow at an alarming rate. To maintain competitiveness, innovation and the rapid withdrawal of products and
services to the market it is of paramount importance to be able to quickly and economically analyze data and get
through this analytical information. The current solutions do not provide the speed of system response needed to work
on tasks of analysis of the big data and that is why it reduces user productivity and delaying decisions.

Based on the definition of Big Data it is possible to formulate basic principles of such data: horizontal
scalability, resistant to failures, locality data. All modern means of working with Big Data meet these three principles
to certain extend. In order to observe them we have to select methods, ways and means of development paradigms for
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data processing. Today a different set of available techniques for analyzing data sets is available and is primarily
based on tools borrowed from the Statistics and Informatics.

Nowadays there is no difference in the use of the term Big Data and Big Data Analytics. These terms describe
the data, management technologies, and methods of analysis. Big Data Analytics is the development of the concept of
Data Mining. The same tasks, scope, data sources, methods, and technologies are incorporated here. If to supplement
the approach Data Mining with MapReduce technology as well as with the requirement 4V (Volume, Velocity,
Variety, Veracity), it will display the functional connection Big Data Analytic.

Groups of methods and technologies, analytics Big Data that are graded according to the functional
relationships and formal model of information technology are divided into: methods for Data Mining, Technology
Text Mining, MapReduce technology, data visualization, and other technologies and methods of analysis.

Data Mining is a set of techniques that allows you to determine the most suitable product, promoted or service
category consumers identify the characteristics of the most successful workers predict behavioral patterns of
consumers. Data Mining Methods are divided into two groups: Supervised Learning and Unsupervised Learning.
Another classification divides the diversity of Data Mining methods into two subgroups: statistical and cybernetic
methods. Statistical methods for Data Mining are divided into four groups of methods: descriptive analysis; the initial
data analysis; analysis of the links; Multivariate statistical analysis; time series analysis. The group of cybernetic
methods is such: evolutionary programming; associative memory; fuzzy logic; decision trees; processing systems of
expert knowledge; Artificial neural networks; genetic algorithms.

Visual presentation of the analysis of Big Data is essential for their interpretation. As their technology, Big
Data uses visualization methods, such as Tag Cloud, Clustergram, History Flow, Spatial Stream.

The basis of the technology Text Mining is the statistical and linguistic analysis, methods of artificial
intelligence. This technology is used for analysis, providing navigation and search unstructured text. The main
methods of Text Mining Technology are classification; clustering; Relationship, Event and Fact Extraction; feature
extraction; summarization; question answering; thematic indexing; keyword searching; of taxonomies and thesauri.

Other technologies and research methodologies applied to Big Data are: A/B testing, Splittesting; Natural
Language Processing (NLP); Sentiment Analysis; Network Analysis; Optimization; Pattern Recognition; Predictive
Modeling; Signal Processing; Spatial Analysis; Statistics; Simulation; Crowdsourcing; Data Fusion and Data
Integration.

Creating and maintaining data warehouses in terms of terabytes, petabytes or more is made possible through
the technology of distributed file systems. In terms of implementation, analytic platform for Big Data the most
reasonable is the usage of new technologies MapReduce.

The abovementioned description of the methods and technologies enabled us to build tools Protégé-OWL
ontology analysis of the Big data.

Key words: analysis, Big data, visualization data, model, Data Mining, Text Mining, MapReduce.
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The term information has multiple definitions nowadays [1-10] (from the Latin word informatio —
clarification, presentation). The most general definition has it as “a reflection of the real world” while the narrowest
holds it as “a set of data, messages, information, symbols, images subject to processing, organizing and learning and
using them”. Since this concept is used in almost all spheres of human activity, a particular definition is used
depending on the objectives of the study. In practical terms, the most appropriate definition of information seems the
one made by the French scholar Buaze who describes it as anything that reduces the uncertainty of our knowledge of
the object, phenomenon or process. Thus, information is the raw material that is connected with the data collection.
Knowledge formation and sahping presupposes certain considerations that arrange the data on the basis of their
comparison and classification. To form a scientific theory, clear and unambiguous definitions that would exclude any
ambiguity within that branch of science application should be given.

Precise definitions of terms for the scientific language are based on two approaches. The first approach (theoretical)
is often used in mathematical disciplines where the definition begins with the formulation of the basic postulates or
hypotheses. All other displays of complex nature may be initially introduced in case they are not contradictory. The second
approach to the formulation of definitions is typical for experimental sciences and is often called operational (practical).
This approach is considered appropriate to be introduce in the scientific language of these values that can be determined
experimentally or evaluated so indirectly through their impact on the behavior of the system. The terms of innovations that
defy the definition of operational and have no practical value are excluded from the scientific vocabulary. In particular, it
was the case with notion of ether, the theory of which had no practical content, thus was eventually excluded from the use in
scientific circles, in spite of numerous publications on this topic.

The purpose of this study is to compare the existing methods and approaches to determining the information
database and assessing its value, to indicate the limits of their applicability and offer hypothetical new approach to
quantitative assessment of the value of information.

In classical information theory, developed in the fundamental works of R. Hartley [2] and C. Shannon [3], the
basic concepts are based on probability theory. According to the theory R. Hartley, if the system can be in N states,
the total amount of information can be defined as a binary logarithm of the number of states:

| =Log,N )
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In this case, the unit of measurement of information is one bit. Thus, the bit of information can be defined as
the amount of information contained in messages with two possible states. Note that the probability of these messages
may be different.

If the probability of characters of the message is different, the formula Shannon [3] can be used to calculate the
amount of information

I =-kXaip xog,p ., @)

where P is the probability of i-quality characteristics. In the case, if the probability of each of the signs are equal,
then

I :—kaogzln:kﬁ_ogzn, (3)

that corresponding to the formula (1), because N =n*.

Thus, the formula (1), (2) and (3) allow calculating the amount of information as with the equal and non-equal
probability of qualitative characteristics regardless of the quality received of information (messages, sound, images
or any nature). Such approach, however, does not take into account the value of the information that is largely
subjective and depends on the characteristics of an object and purposes of the user. In fact, it is the charge for the
calculation of the amount of information that is based on statistical considerations, regardless of its quality and value.

A fundamentally different approach to the definition of information is proposed by a Russian scientist AM
Kolmogorov [4]. His algorithmic information theory is based on the concept of algorithm complexity transformation
of one object to another. This approach aims at establishing the principle of balance and interconnection between the
objects studied and the length of the program that is conducting the study. The amount of information in the theory of
algorithms of transforming one object into another is determined by the length of the program, which enables
transformation of the object A to B:

| = f[G(AB)], “4)
where G — the conversion program object A object B; f — function that determines the length of the conversion
program in bits.

Note that the amount of information on this approach greatly depends on the choice of structural element
selected for transformation. The amount of information is at its maximum, if the selected element conversion is pixel
and the minimum is while choosing one letter as an element; it will be considered medial in case of choosing the
letter segment as an element for processing. Measuring the same amount of data for a single letter is quite impossible,
because of the algorithm (4) which needs two objects. Comparison with the same letter to itself is senseless as well,
since the length of the conversion program in this case is zero.

Thus, the obvious disadvantages of algorithmic approach are:

a) while measuring the amount of information, the length of the conversion program is used as a parameter;
the length of the conversion program essentially depends on the structure of the elements that enable it to convert one
object into another. Consequently, the smaller structure elements are selected, the longer the program of conversion
for the same objects becomes;

b) one and the same conversion program can be applied to a set of objects, analysis of which requires different
amounts computer performance commands, while the length of the program remains unchanged;

¢) non-defined method for measuring the amount of information when considering an individual object; to
specify, a measurement algorithm (8) requires two;

d) loss of additively as a property of information when considering interacting systems, which significantly
complicate the analysis.

These disadvantages are eliminated in the approach, which is based on the use of methods of theory of
recognition and operates with the concept of information and amount of information that is different from the
classical definitions derived from the theory of probability.

The amount of information 10 contained in a certain image, which is successfully recognized by a cybernetic
machine, is defined by the formula:

| ,=q 'FIGO)], ®)
where q — probability of correct recognition image; F — expanded function of length (including cycles) image
recognition software; G — length of image recognition program, expressed in bits.

Obviously, according to approach (5) there appears the deductibility of information of sophisticatedly
structured images, such as individual words, sentences, texts or drawings. The amount of information substantially
depends on the length of the expanded program of recognition, the probability of correct recognition and functional
opportunities of cybernetic machine that implements the procedure of recognition.
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Regarding the value of information, it is probable in cases of a particular purpose of obtaining information for
the user, i.e. the attainment of some objective function. In [5] A.A. Harkevich proposes to calculate the value of
information as

F=Log, 2, ©)

i
where p,— the probability of a correct solution to the problem prior to obtaining the information, and p, — the
probability of a correct solution to the problem after receiving the information. This approach has a right to exist,
although it raises some doubt about the effectiveness and appropriateness of use. Firstly, the unit of measurement of
the value of information in this approach is bit; the same is the case with calculating the amount of information.
Obviously, with introduction of new parameter there should also appear a new dimension; otherwise deduction should

be made in dimensionless units. Secondly, the formula (6) cannot be considered objective as the assessment p, so [,

will be made by the user. Thirdly, the method of estimating these probabilities is not obvious. Fourthly, the value of
information is dynamic [7], and should be variable while receiving the information. Obviously, the calculation value
of information as an objective function of achieving the set goal should presuppose meeting certain needs of the user
(physical, spiritual, aesthetic, cognitive, etc.) or performing certain actions.

Given the variety of needs of the user, the most appropriate approach appears to be the one in which the value
of information is calculated in the percentages: 100% — if the information is valuable; 0 % — provided the target
function is not reached. Thus, the value of information F for the current value of the objective function Z and
efficiency E, that achieved after receiving the message at a given time can be embedded in a rule:

= 100%, sxwo Z- E=0
0%, sakwo Z-E>0

To improve the accuracy of deducting value of information it is reasonable to have a formed objective function
for the perspective; and to gradually expand the scale of calculating the value of information. The first condition
significantly increases the value of the information after receiving the entire message, and the second can be realized
using the formula:

()

F :;400%. (8)

Equation (8) is a specification (7), as confirmed by the examination of specific examples of consideration of
queuing systems and game theory.

Obviously, for the implementation of this approach for calculating the value of information, the declarative
programming languages (Lisp, Prolog, or derivatives thereof depending on the specific subject of the problem) should
be used [26-34], which is most successfully adapted to implementing logic functions of the form (4)—~(8) and can
solve problems related to qualitative analysis and recognition of objects with complex structures (handwriting
recognition, handwriting, psycho physiological state of a person, receiving, treatment, analysis of storage, processing
and transformation of information) [8-25, 35-37]; and implement relevant definite target functions into a particular
applied or scientific problem.

Key words: information theory, amount of information, probability, algorithm, image, value of information.

1. Bryllyuen L. Science and information theory / L. Bryllyuen. — M .: State Publishing House, 1960. — 392 p.
2. Hartly R V. Information theory and applications/ R. V. Hartly. — M .: Fyzmathyz, 1959. — 356 p. 3. Shannon K.
Work on information theory and cybernetics / K. Shannon. —M .: Publishing For. Lit., 1963. — 286 p 4. Kolmogorov
A.N. Approach to definitions. for concepts “ Quantity of information” / A. N. Kolmogorov // Problems transfer
information. — Vol. 1. — 1965. — P. 63-67. 5. Kharkevich A. A. On Values of information / A. A. Kharkevich //
Problems of Cybernetics. — Vol. 4.— Fyzmathyz. — 1960. — P. 53-57. 6. Partyko Z. V. Imaginative concept of
information theory / Z. V. Partyko.— Lions: The publishing house LNU. Franko, 2001. —98 p. 7. Bongard M. M. Oh
concept “ value info” / M. M. Bongard // Problems of Cybernetics Vol. 8. — Fyzmathyz — 1963. — S 71-102. 8. Teder G. S.
New Science/ G.S Tedler. — K .: Logos, 2004. — 404 p. 9. Syavavko M. S, M. |. Rozhankivska. Entropy as a measure
of fuzziness fuzzy st /| M. S Syavawko, M. |. Rozhankivka // Coall. scientific papers LDINTU by Chornovil.
—No. 2. —2009. — S 3-19. 10. De Luca A. On the convergence of entropy measures of fussy sets/ A. De Luca, S Termini //
Kybernetes, —Vol. 6. —1971. — P. 219-227. 11. G. Schuster Determation Chaos: Introduction. / H. Shuster // Trans. ¢
anhl.— M.: Mir, 1988. — S240. 12. Zaiats V. The mathematical description of the computer user recognition /
V. M. Zaiats, M.M. Zaiats // Coall. “ Physical modeling and information technology.” — Lviv. — 2005 —Vol. 1.— S 146—
152. 13. Kharkevich A.A. Recognition Images / A. A. Kharkevich // Radyotehnyka.— 14.— 1959.— Tom S 15-19.
14. Fukunaha C. Introduction to Theory Satistic Recognition / C Fukunaha.,, M .Kar. Nauka, 1979. — 512 p.
15. Gorelik A. L. Methods recognition / A. L. Horelyk, V. A. Srypnyk. — M.: Higher School, 1989.— S232. 2009. —
S 3-19. 16. Duda R. Recognition images and analysis stages. / R. Duda, P. Hart.— M .. Piece, 1976.— 512 p.
17. Zaiats V. M. Identifying priority determinigtic attributes when building the system of recognition of objects /

257



V. M. Zayats, O. Shokyra // Coll. works scientific-practical conference. LDINTU of V. Chornovil “ Mathematical
modeling of complex systems.” — 2007. — S 135-137. 18. Zayats V. M. Architecture event-oriented systems on the
example of handwriting recognition / V. M. Zayats, D. O. lvanov // Herald “Lviv Polytechnic” “ Computer
Engineering and Information Technology” . — Lviv. — 2004. — No. 530. — S 78-83. 19. Tomaszewskyy O. M. Methods
and algorithms for information security system based on neural network technology. Author. ... dis. tech. Sciences:
05.13.23. / O. M.Tomashevskyy — Lviv, 2002.— p. 20. 20. Chala L.E. Comparative Analysis Authentication Methods.
Computer journal of Man-Machine Studies.— 1988 — V. 28, No. 1.— P. 67-76. 21. Cohell O. Biometric Identification
System Based in Keyboard Filtering / O. Cohdll, J.Badia, G. Torres // Proc. Of XXXIII Annual 1EEE International
Carnahan Conference of Security Technology / — 1999.— P. 203-209. 22. Wolf O. B. Mat. Problems as specific fonts
copyright / O. B. Wolf // Herald “ Lviv Polytechnic”, “ Information Systems and Networks’. — 2008. — No. 610. —
P. 85-83. 23. Platonov A. V. The use of expert situational models in the field of national security. / A. V.Platonov,
I. V.Baklan, K. V.Kramer // Coll. Intern jobs. scientific conference. ISDMCI '2008. — Val. 1, Yevpatoriya. 2008. —
P. 3943. 24. Suzdal A. I. Definition Psycho Physical Sate operational staff by writing to keyboard nefte presiding
mini-factories / A. |. Suzdal, V. A.Lobanov, V. G. Abashin // Nefte gazes work.— 2006.— P. 1--6. 25. Zaiats V.
Sructural method of hand-written text recognition / V. Zaiats, D. lvanov // Pros. International Conf. “ The experience
of designing and application of CAD systems in microdectronics’. — Lviv—Polyana. — 2005. — P. 493-494.
26. Mccarthy J. Recursive functions of symbolic expressions and their computation by machine // Comm. ACM.:1960. —
Val. 3. — P. 184-195. 27. Badaev Y. The theory of functional programming. Languages Common Ligp and Auto Lisp. —
Kyiv, 1999. — 150 p. 28. Zaiats V. Functional programming: Training. Textbook. — Lviv: Publishing House “ Beskids
Bit”, 2003.— 160 p. 29. P. Henderson. Functional programming. Application and Implementation. — M.: Peace. —
1983. — 349 p. 30. Bratko I. Programming in Prolog language for Artificial Intelligence. — M: Williams, 2004. — 640
p. 31. In C. Solomon D. Using Turbo Prolog: Tran. From Eng. — Moscow, Peace, 1993, 608 p. 32. Zaiats V. Logic
Programming: Part 1: Synopsis of lectures on* Logic Programming” for students basic direction 06.08.04 * Software
Engineering” . — Lviv: Publishing House of the National University “ Lviv Polytechnic” , 2002. — 48 p. 33. Macalester
J. Artificial Intelligence and Prolog for micro computers — M.: Engineering, 1990. — 240 p.
34. ZaiatsV., ZaiatsM. Logical and functional programming: Training. Manual. — Lviv: Publishing House “ Beskids
Bit", 2006.— 352 p. 35. Erich Gamma, Richard Helm, Ralih Johnson, John Missides. Wzorce projektowe, 2012.
36. Nilsson N. J. Principles of Artificial Intelligence. — Tioga. — Springer-Verlag. — 1980.— 164 p. 37. Sanislaw
Wrychai inni. UML 2.1. Cwiczenia. |SBN: 978-83-246-0612-12.

12. Tomon K. O., usxk 1. 1., Konutko M. @. IlapanenbHuii alroput™ po3B’s3yBaHHS 3a]1a4 Teopii IPYKHOCTI
THE PARALLEL ALGORITHM FOR SOLVING PROBLEMSOF ELASTICITY

Katya Gomon, Ivan Dyyak, Maria K opytko
Applied Mathematics and Informatics Department, Ivan Franko National University of Lviv, 1, Universitetska Str.,
Lviv, 79000, UKRAINE

Adequately reflect the actual behavior of structures requires new methods and approaches for the construction
and study of new computer models and the reliability of the results. This problem requires a significant increase of the
amount of information that is processed. This requires the use of high performance computing that causes increasing
demand for computing resources. At the present stage of computing the transition from single-core processor
computers, the possibility of increased productivity are already exhausted, computers with multicore processors,
which are also a lot. Creating high performance computing technologies closely related to the use of multi-core and
multiprocessor computer systems. Correspondence between algorithmic software and technical means of multi-core
and multiprocessor computers determine the effectiveness of such technologies. The highest performance of such
systems is achieved using algorithms and programs with parallel organization of calculations. Therefore creating a
brand of new software that uses parallel algorithms for solving problems gives us that opportunity.

In this article the algorithm based on parallel computing for solving elasticity problem was created. The
originality of this approach lies in the fact that parallelization occurs at all stages of solving the problem: setting input,
building the mesh of finite element method (FEM), and solving the systems of linear equations, analysis of the
results. Domain decomposition method with isoperimetric quadrilateral approximations of finite element method in
each of the subregions is used. Global matrix of system of equations for the entire region is not formed and is
represented through local matrices and vectors for subdomains using Boolean matrices of connectivity. For solving
the systems of linear equations, the parallel algorithm based on the method of conjugate gradients is developed.

The algorithm is implemented by means of program language C ++ using library of parallel execution Message
Passing Interface (MPI). Calculation is done on a cluster of National Lviv Ivan Franko University which includes 14
computer nodes and servers.

A proposed approach is tested on a model example. Calculations were carried out on one (sequential
algorithm), five and ten knots. The sphere of task solving was divided into the corresponding number of subdomains
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so that dimension SLE was similar in all cases, that is for sequential and parallel algorithms. The results showed that
the larger dimension of SLE, the more efficient use of parallel algorithm as time solving of SLE is more than 99 % of
the time solving of the whole problem.

Key words: the problem of the theory of elasticity, domain decomposition method, parallel computing, finite
element method, parallel conjugate gradient method.
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GAME MODEL OF DECISION-MAKING IN HIERARCHICAL SYSTEMS

Petro Kravets
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The majority of the modern distributed systems are constructed by a hierarchical principle. Such systems
consist of the active elements functionally connected among them under the scheme “head-executor”. It is natural that
in such systems there is a necessity for acceptance and performance of supervising decisions.

The structure of hierarchical system can be represented in the form of a tree which knots are represented by
subjects of decision-making, and communications between them show rank subordination. The subject with the
highest rank (a tree root) develops the decision and leads up them to data to subjects of an average level that in turn
develops the decision for subjects of the lowest level. Subjects of local level (correspond to tree leaves) have no
subordinates and carry out the decision of a direct high level.

Decision-making process by subjects of system is influenced by uncontrollable factors, i.e. decisions are
accepted in the conditions of uncertainty.

It is supposed that all decisions of the highest level are recommendatory and do not limit a freedom in
choosing of subjects of the lowest level. For a deviation of own decision of the subject from the recommendatory the
penalty is imposed. Development of the co-ordinated collective decision which minimises total expenses of system is
the purpose of hierarchical system.

Process of collective decision-making in a hierarchical system leads to occurrence of competitive states which
are studied by the theory of games, and in the conditions of uncertainty are studied by the theory of stochastic games.

In references to this problem basically fully connected stochastic games are investigated. Games with local
communications between players (games on not fully connected graphs, trees), actual for modelling of decision-
making processes in organizational and ergative systems require versatile and profound studying.

Processes of game decision-making in the conditions of uncertainty are object of this research.

Subject of this research is a game model of decision-making in hierarchically organised systems.

The work purpose is decisions of stochastic game for decision-making in hierarchical system and definition of
factors which influence on convergence of a game method in the conditions of uncertainty.

Practical value of work consists in possibility of application of the received results for construction of effective
organizational and cybernetic systems with hierarchical structure.

For the decision of a problem of hierarchical decision-making in the conditions of uncertainty it is used an
adaptive game method in which uncertainty of parameters is compensated by their stochastic identification reached at
the expense of self-learning. The game method is constructed on the basis of stochastic approximation of a
complementary slackness condition.

259



The model developed in this work, the method and the algorithm of the decision of stochastic game provide
the co-ordinated decision-making in hierarchical systems at restrictions on parameters which satisfy fundamental
conditions of stochastic approximation. Coordination of strategies of players is reached during the decision of
stochastic game on the basis of gathering of the current information and its adaptive processing.

Efficiency of decision-making in hierarchical system is supervised by means of characteristic functions of
average losses, factor of the co-ordinated decisions and Euclidean norms of a deviation of the dynamic mixed
strategies from optimum values. Falling off the function of average losses, growth of factor of the co-ordinated
decisions and the reduction of norm of a deviation of the mixed strategies testifies to convergence of a game method
according to the formulated purpose.

Dimension of a problem and parameters of a method of its solving define convergence rate of stochastic game.
Optimisation of parameters of a game method taking into account restrictive conditions of stochastic approximation
provides close to 1 exponential order of convergence rate.

Reliability of experimental results proves to be true repeatability of values of the calculated characteristics of
stochastic game for different sequences of random variables.

The received results can be used for support of acceptance of the co-ordinated collective decisions in systems
with the hierarchical organisation.

Key words: hierarchical system, decision-making, stochastic game, uncertainty condition.
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When problems are solved or tasks executed in the intelligent knowledge-based system, not all data are
defined explicitly. A large part of them is assumed or taken from context. Thus, the intelligent system should
correctly elucidate implicit data and knowledge and process it. The lack of explicit context definition and processing
is the common reason why knowledge-based system fails.

Up to now, context processing is performed in linguistics, robotics, ubiquitous computing and mobile systems.
However, there is no common understanding of context’s definition between those different research areas. This
creates inability to treat context from a unified point of view, develop methods for context formalization and
processing viable across different application areas.

The dictionary sources define context as “interrelated conditions in which something exists or occurs”
(Merriam-Webster dictionary) or “the situation within which something exists or happens, and that can help explain
it” (Cambridge dictionary). Therefore, the concept of context implies the existence of some central agent (which can
also be a multi-agent system) and the world in which this agent operates. The part of the world used for understanding
of agent’s behaviour or for making decisions by agent is the context of this agent. The scope of context is
dynamically defined by agent’s state and by agent’s goals and limitations.

The purpose of this article is provide analysis of current context representation and processing methods and
delineate yet unresolved problems and promising areas for research.

In practice context aware system takes information from numerous sources, integrates it with knowledge. On
the other hand, knowledge itself is dependent from context and is applicable only within some predefined context.
This is the reason why in some powerful expert systems, such as CYC, logical rules are true or false only within some
context. Therefore, the important task for intelligent system is selection of relevant information and knowledge.

Current knowledge about context make distinction between contextual knowledge about how to execute a task
(know how, surface knowledge) and knowledge about application domain (know that, deep knowledge). Also, it
defines static and dynamic contexts. Existing definitions of context consider it as a product of interaction between
objects. However, this approach does not provide the reason for selection of those interacting objects, nor does it
explain why and how context changes. In our approach based on central intelligent agent, other interacting objects
become the part of context. They are selected depending of goals pursued by agent, its state and the state of
environment.

In this article, the formal methods for context representation and processing are analyzed. The “key-value”
models provide information for interpreting variables in form of environment variables. Markup languages use
hierarchical tag structures with attributes for context representation. Those context models are often specified in
profile documents such as Composite Capabilities/ Preferences Profile (CC/PP), Comprehensive Sructured Context
Profiles (CSCP), Pervasive Profile Description Language (PPDL) and others. Context logic is used when context is
represented as series of axioms. This logic is an extension of first order logic where axioms are true only within some
predefined context. Rule-based formalisms describe context as part of knowledgebase. The structure of knowledge is
represented by rule packages. The flaw of rule-base knowledge representation is the lack of unified domain model,
fragmentation of rule packages and complexity of keeping them relevant and conflict-free.

The implementation of context-aware intelligent systems implies the usage of some form of formal domain
model and reasoning for creation of new facts and interpreting existing facts in domain. The deepness of reasoning is
an important reasoning property. So, procedural context reasoning is usually shallow, because only a limited set of
objects needed for a specific task at hand is taken into consideration. On the other hand, in deep reasoning, the
knowledge about domain is used and number of objects and relations considered can be very large.

Different formal models used for representation of context have also different capabilities for supporting
reasoning. Thus, simple models such as “key-value” models or markup language models are not suitable for extensive
reasoning because of limitation introduced by syntax and semantics language. Rule-based models are used in complex
reasoning systems (such as medical diagnostics). However, taking in consideration context makes related knowledge
substantially more complex. Moreover, rule-based systems do not work with a domain model and therefore cannot
use domain knowledge consistently.

Ontology-based models are mainstream now for context representation and reasoning, because ontology
encapsulates domain knowledge within a single consistent knowledge structure. Additionally, there are a large
number of reasoners available working with ontological models and using description logic as base for their
operation. Context itself is often represented as small ontology or part of some larger ontology. The drawbacks of
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using ontology in context-aware system source from limitations of reasoning tasks, which can be performed using
description logic. Typically, this logic is applied for checking consistency, implementation of inheritance, building
new concepts from existing using constructors. Other forms of reasoning such as causative and probabilistic
reasoning while common in everyday practice are not supported by descriptive logic. Additionally, deep reasoning
requires substantial computational resources which can become prohibitive taking in consideration time and
processing power limitations in practice. Therefore, an important area of research is the reduction of context size prior
to reasoning by including only relevant objects.

The notion of context has much in common with the notion of situation. In some classical works, situation and
context are synonyms. The creation of situation-aware agent requires also an implementation of context awareness.
Methods used for situation identification also require an identification of current context.

Several problems in the area of context-aware computing are still unresolved. Among most promising
problems of context representation is the combined use of procedural context and domain knowledge depending on
specific situation. For dynamic systems, it is important to track static and dynamic parts of context and minimize the
size of dynamic part. In order to be able to implement deep reasoning in context it is important to resolve the problem
of selecting only relevant information. One of possible ways to resolve this problem is usage of multi-layer context
models.

In situation aware systems, it is important to research the influence of contextual data in all levels of JDL
model. Also, the research of contextual dependencies for fuzzy, unreliable, or probabilistic data has still many
unresolved problems. Finally, the study of context in different domains and building corresponding context models
can contribute new knowledge which can be shared between domains.

Keywords: data, knowledge, context, database, knowledge base, the situation
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15. Jnyrynosuu H. A., ®opkys 0. B. Cucrema xoMmyHikaIiiHoi qisutbHOCTI B [ T-KOoMIaHisIx

COMMUNICATIONS SYSTEM FOR IT-DEVELOPERS
Natalia Dluhunovych?®, Yurii Forkun?
L2goftware Engineering Department, Khmelnytsky National University,
11, Instytutska Str., Khmelnytskiy, 29016, UKRAINE E-mail: ' dlugunovich@gmail.com,
? forkun@ridne.net

Remote working and cooperation in territorially separated project teams during the software development
process is the most frequent working pattern in IT companies. Article is dedicated to solve difficulties concerning
establishment of the communication system providing compatible work conditions for territorially separated project
team members and problems, which occur during the cooperation process between associates of development team.

During the process of problem solving following solutions were proposed. Specified type of communication,
remote communication, which might be used in territorially separated project teams was extracted. The classification
system of remote communication, which further was used as the basic model of communication system for IT
companies’ usage.

The authors proposed to identify the following types of tasks for the communication system of cooperation in
IT-companies. The first task is to establish communication in the development team (communication). The second
task is to provide a support for the common organization of the group work on the processing of general information
and information linked to the project (cooperation). The third task is to create conditions for a collaborative software
development (collaboration). The fourth task is to promote the formation and development of corporate culture in IT
companies (corporate culture).

Each of the tasks was divided to subtasks in order to determine methods of interaction between developers to
settle efficient process of software development.

Establishment of communication in team management processes relies on following subtasks: formation of
feedback channels; upkeep of permanent and operative connections with team members, conduction of meetings and
conferences connected to work and monitoring plans; arrangement of e-learning and strengthening relations between
team associates.

Providing a support for the common organization of the group work on the processing of general information
and information linked to the project focuses on involving team members and leaders in information proceeding and
forming process. This process includes following subtasks: research, information forming and saving, controlling
proper access rights, distribution and general information access.

Support of the collaborative software development relies on solving problems concerning collective formation
of common strategies of work, shared documentation development and, particularly, cooperation in project
development.

Working on previous tasks leads to the next one, creating and developming corporate culture. It should contain
rules of communication initiating, standards and rules for corporate communication channels usage, forms of
information introducing by different channels, rules of proper responses to information, etc.

For each type of tasks authors proposed range of methods, which ensure the implementation of remote
communication during software development process. Moreover, certain elements that make up the system of
communication IT company were identified. Conditionally, they might be divided to three groups. First group
contains projects, tasks and subtasks. Second group includes offices, teams, and employees, roles in project and
access rights. Third group consists of communication types and purposes, channels and methods. Consideration of all
these elements allows creating communication system in IT company, engaging territorially separated project team.

Keywords - team projects developing software, remote communications, communications, cooperation,
collaboration, corporate culture.
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16. Kynpunnpkuii I. M. JlocmimKkeHHs JOBXUHYE PEYEHHs Ta CloBa y TBopax Pomana IBaHmuyka

THE EXAMINATION OF SENTENCE AND WORD LENGTH
INTHEWRITING OF ROMANIVANYCHUK

Kulchytskyi I. M.
Departmant of Applied Linguistics, Lviv Polytechnic National University, 12, S. Bandery Str., Building 12, 79013,
Ukraine, email: bis.kim@gmail.com

Linguistics can boast of its various methods and approaches to the research, but recently there has been a
tendency to the use of quantitative methods for the needs of linguistics.

Statistical methods have significantly changed and increased our knowledge of what is language as a system
and how it works. They are widely used for quantitative calculations, construction of stochastic linguistic models with
the use of previously obtained data, testing of different hypotheses about certain lingual phenomena.

In order to investigate the length of words and sentences all R. Ivanychuk’s literary works were divided into
two groups — novels (6) and short stories (43). Among writer’s works short stories prevail as there are 51 of them.
Novels in their turn, which are in a minority, better reflect the writer’s style in different time periods. Each
investigating word or sentence was given the absolute frequency of values. This data was the basis for variation
range. For received variational series the average statistical estimates of the average frequency, namely standard
deviation, a measure of the average fluctuation, frequency and standard deviations were found. The calculations were
carried out according to standard formulas. To determine the limits of the sentences, the pre— made text structure
tags were used. This complex and compound sentences were counted as one, and the words written with a hyphen
were counted as one word as well. The length of sentences was measured in word forms. The length of words — in
phonemes. The results were compared with those of others in the works of Ukrainian authors.

The article presents the following results which have been obtained in the course of the research:

According to the frequency descending, the length of words was distributed as follows: the most common
words with length 4 — 12001 (13.41 %), 5 — 11 199 (12.51 %) and 2 — 11058 (12.35 %) phonemes. Central group
consists of the word length equal to 6 — 10 015 (11.19 %) 3 — 9,449 (10.56 %) 1 — 9047 (10,11 %), 7 — 8667
(9.68 %) 8 — 6670 (7.45 %) and 9 — 4895 (5.47 %) phonemes. Words of more than 10 phonemes constitute only 3.8 %
(10 - 3072 (3.43 %), 11 — 1861 (2.08 %) 12 — 906 (1.01 %) 13 — 369 (0, 41 %) 14 — 155 (0.17 %) 15 — 71 (0.08 %)
16 — 28 (0.03 %) 17 —21 (0.02 %) 18 — 12 (0, 01 %), 19 — 5 (0.01 %), 20 — 3 (0.0 %), 22 — 2 (0.0 %), 25 — 1 (0.0 %))
of all words. Words that are longer than 19 phonemes are compounds or ones written with a hyphen. They were
counted as one word.

The length of words in the novels by R. Ivanychuk according to its descending were ranked as follows: 4 — 61
041 (12,63 %) 5 — 60,338 (12.48 %) 6 — 54 422 (11.26 %) 2 — 53 196 (11, 01 %) 1 — 49,892 (10.32 %), 3 — 47655
(9,86 %), 7 — 46 810 (9,68 %) 8 — 38,261 (7.92 %), 9 — 29110 (6, 02 %), 10 — 19 841 (4.1 %) 11 — 11 949 (2.47 %),
12 - 6119 (1.27 %) 13 —2,780 (0.58 %), 14 — 1028 (0, 21 %) 15 — 468 (0.1 %) 16 — 201 (0.04 %) 17 — 114 (0.02 %)
18 — 53 (0.01 %) 19 — 32 (0, 01 %) 20 — 30 (0.01 %) 21 — 11 (0.0 %), 22 — 7 (0.0 %), 24 — 3 (0.0 %), 23 — 2 (0, 0 %)
25-—2(0.0 %), 26 — 1 (0.0 %).

The comparison of the length of words in the works by R. Ivanychuk with the works by other writers has
revealed that the average length of words in the short stories by R. Ivanychuk is similar to the works of J. Yanovskyi.
As to the Ivanychuk’s novels, their average length of words is close to the novels by M. Stelmakh and P. Pancha.

The average length of sentences in novels by Roman Ivanychuk according to the number of words is the
following: 4— 6 — 823 (16.54 %) 7— 9 — 774 (15.55 %), 10— 12 — 523 (10.51 %) 13— 15 — 403 (8.1 %) 1- 3 — 389
(7.82 %), 16— 18 — 308 (6.19 %), 19— 21 — 271 (5.45 %) ,> 60 — 239 (4.8 %), 22— 24 — 228 (4.58 %), 25— 27 — 210
(4.22 %), 28— 30 — 148 (2.97 %), 31— 33 — 124 (2.49 %), 34— 36 — 112 (2.25 %), 37— 39 — 83 (1.67 %), 40— 42 — 76
(1.53 %), 46— 48 — 61 (1.23 %), 43— 45 — 58 (1.17 %), 49— 51 — 45 (0.9 %), 52— 54 — 38 (0.76 %), 55— 57 — 35
(0.7 %), 58— 60 — 28 (0.56 %).

The comparison of the data with the similar data of the works of different styles in the Ukrainian language
shows that the results correspond with the established data for Ukrainian prose. The only significant difference is a
high percentage of long sentences in the works by R. Ivanychuk. This allows concluding that the presence of long
sentences is a specific feature of Roman Ivanychuk’s style.

Key words: quantative research, sentence length, word length, linguostatistics, style.
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AUTOMATIC PROCESSING COMPLEXITY COMPARISON FOR UKRAINIAN AND ENGLISH
TEXTSTAKING INTO ACCOUNT SEMANTICSAND SYNTAX OF NATURAL LANGUAGES

Victoria Vysotska', Oleh Naum?
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79013, UKRAINE, E-mail: Victoria.A. Vysotska@lpnu.ua
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Now is important and topical of the English / Ukrainian text content flow dynamics analysis and the
information resources processing stages construction for this content.

Is it necessary quality processing of these textual data sets with efficient syntax analysis (keywords
determination and text categorization, authorship definition, effective translation, etc.) and semantics (for selection
for the text content and the appointment). It is necessary for an operational obtaining of modern data in the world that
overloaded as valuable information and information noise excess. Today, effective development and implementation
of thematic information resources is not possible without the correct definition of the keywords set for effective
positioning and ranking of these resources in search engines. They also must use in a text content array is not chaotic,
but on a particular distribution that search engines not to index and not classify it as spam. Developing method of
Ukrainian and English textual information processing for the automatic identification of meaningful keywords and
content categorization is one of the strategic directions of domestic e-business and IT development.

Automation capabilities providing of information resources processing for meaningful keywords identification
and content categorization, the text syntax and semantics analysis helps to increase content, a product or services
sales volumes for a constant user, active involvement of potential users and boundaries expanding of the target
audience. In particular, these principles and technologies in e-commerce are actively used at sales on-line / off-line
systems creation, content analysis and / exchange / store, online store developing, cloud storage / computing. The
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common standardized approach absence for Ukrainian textual information processing to automatically identification
of meaningful keywords and content categorization, the text syntax and semantics analysis of and so the e-commerce
support systems functional design leads to appearance some problems in the typical structure implementation of such
systems.

The aim of this article is optimal method determination to automatically processing of Ukrainian textual
content set for meaningful keywords identification and automatically categorization of content, syntax and semantics
analysis of the text.

This paper presents the generative grammar application in linguistic modelling. Description of syntax sentence
modelling is applied to automate the processes of analysis and the synthesis of texts in the natural language. The
complexity of automatic processing of English and Ukrainian texts with regard to syntax and semantics of natural
languages is analyzed. The comparative linguistic analysis of syntax and semantics of English and Ukrainian
languages synthesis buildings natural texts or automatic text processing relevant data sets is analyzed. Comparison of
English and Ukrainian languages facilitates the development of linguistic processing algorithms natural texts
Germanic and Slavic type.

Content set processing for meaningful keywords identification is built on the principle of keywords finding on
the content (terms). This is based on the Zipf law and consists on a words choice from an average frequency of
occurrence. Because this is a direct and most simple way, it is proposed to use more complex and appropriate
experimental research is conducted. Experimental basis for this research 100 scientific publications Lviv Polytechnic
National University Bulletin of the Information systems and networks series (http://science.lp.edu.ua/sisn) is selected,
two numbers 783 (http://science.lp.edu.ua/SISN/SISN-2014) and 805 (http://science.lp.edu.ua/sisn/vol-cur-805-2014-
2). So another algorithm of keywords set finding taking into account the thematic words basics is developed and in
the public domain at http://victana.lviv.ua/index.php/kliuchovi-slova is placed.

Key words: generative grammar, structured scheme sentences, information linguistic system.
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In this paper we study experimentally the statistical distributions describing the occurrence of words in several
natural texts, as well as random derivatives of these texts. To study the impact of randomness, a program is designed
for both global randomization of texts and local randomization with a running replacement window that operates on
the linguistic levels of characters, words and sentences. A program for statistical analysis of the occurrence of
different kinds of words provides calculations of the relevant probability density (or mass probability) functions and
cumulative probability distributions.

Interpretation of our experimental data is based on the graphical methods of linear approximation. It is shown
that the tails of the statistical distributions for different types of texts are either described by exponential function or
deviate from this function, thus revealing a presence of a so-called heavy tail. The latter phenomenon means deviation
from the purely stochastic nature of ordering of the linguistic elements in text, including abnormally high probability
for occurrence of extremely large distances between repeatedly used linguistic elements. A critical analysis of
methodological principles used in some researches on the subject known from the literature is done and
methodological weaknesses of these studies are pointed to.

We also study the dependence of power-law parameter for the distributions with heavy tails on the total
lengths of the texts and show that this dependence is decreasing and linear. The latter phenomenon originates from
partial violation of the power Herdan’s law known for many complex systems and, in particular, for texts, rather than
from variety of text genres as assumed earlier in the literature.

It is proved that a properly averaged probability mass function for the time intervals between words is almost
the same for both the natural and random texts. This coincides with the result known from the literature for the
English texts described well by the frequency dependences of Zipfian type. The probability density for the word
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occurrence is calculated for different text types. It is either the uniform distribution, or is approximately described by
the inverse power function. Analytical relationship between the mentioned statistical distribution and the function
determining the vocabulary richness of text is revealed. Namely, the uniform distribution corresponds to a linear
increase in the number of different words with increasing total number of words in the text, and the power-law
distribution to a slightly slower growth, with the power-law exponent less than one.

It is proved that the empirical dependence of the vocabulary richness on the running length of natural and
random texts shows some nonlinearity in the double logarithmic scale, which serves as another proof of the deviation
from the Herdan’s law for these texts. However, the above nonlinearity disappears for the texts in which the density
of the word occurrence is constant and independent of the position in the text. Significant deviations of the dynamics
of vocabulary growth for the natural and random texts from the dynamics predicted by the simplest power law, along
with a break found by us in the vocabulary dependence for one of the natural texts, confirm a need in generalization
of the above law.

We discuss in detail relationships of the non-exponential statistical distributions found by us and the
phenomena of memory and temporal correlation between the linguistic elements in text, and find links of those
statistical parameters with the cross-correlation function. The analytical links found in this work among the
quantitative parameters of different statistical distributions and the fact of qualitatively similar behaviors of these
distributions for different types of texts indicate that the laws of statistical linguistics can be best explained as a
consequence of general properties of random symbolic sequences, rather than evidence of text semantics or some
linguistic patterns. The empirical results obtained indicate that, in order to understand correctly the laws of statistical
linguistics, it is fundamentally important to take into account the deviations of statistical distributions for the
linguistic elements in texts from the exponential function.

Key words: natural texts, random texts, statistical laws of linguistics, vocabulary, fat-tailed distributions.
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The sphere of information and communication technologies (ICT) has been actively developing recently, its
conceptual apparatus is constantly changing. Certain terms were used only in a narrow circle of specialists twenty
years ago but now they are widely used in everyday life. This is caused by the wide spread of new information
technologies in various spheres of life, the emergence of new and innovative research areas in science and
technology.

Scientific and technological progress, contributing to the rapid development of science and technology,
introduces significant changes in the linguistic model of the world, causing the need to update terminological systems,
the necessity of systematization and codification of existing terminology. The dictionaries of professional
terminological systems are being formed, which are the result of scientific researches and theoretical developments
concerning their forming.
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The problem of forming terminological dictionaries, including English-Ukrainian, is very important in modern
applied linguistics as bilingual terminological dictionaries are of great use in translation and, consequently, the greater
use of English professional literature and promotion of the Ukrainian scientists’ research results in the international
scientific community. In Ukraine there are no bilingual terminological dictionaries presenting the conceptual
apparatus of “The Smart City” subject area, that determins the importance of this area of research.

Cognitive and information component in the formulation and solution of problems of “The Smart City” subject
area is based on the development of the intellectual analysis of natural language text. An effective dictionary base is
the main element of semantic analysis.

Providing the structures with classified terminological systems as electronic thesauri will bring them to the
formation of natural language machine fond and development of national terminological data banks. Thesaurus of
“The Smart City” subject area will make its contribution to the system.

The structural terminological system of “The Smart City” subject area belongs to a class of lexical and
graphical systems that are carriers of lexical and graphical effects. So the lexical and graphical systems based on the
V. Shirokov interpretation theory has been presented in the article.

The forming of “The Smart City” subject area thesaurus has been considered. It supplies a wide range of terms
and expressions used in the study of intelligent city systems, communication systems, acting as a terminological tool
for developers, designers and manufacturers. It can also be used by managers at all levels and in all sectors of ““ the
smart urban communities”.

The ontologies are used for structuring knowledge in different subject areas in modern information and
technology developments. One of the main tasks of development of the intellectual systems of the subject area
ontology is the system of concepts and relationships between them.

An urgent task is to systematize the basic concepts of a complex system “The Smart City” to provide what we
used ontological approach in selecting methods and techniques allowing the analysis of the semantic domain
information for its effective use, representation and transformation.

The principles of ontological approach to the domain and specific knowledge gaining from the natural
language texts, their formal and logical presentation and applied processing on the example of “The Smart City”
definition have been analyzed.

It is shown that ontology of “The Smart City” subject area is formed as a categorical and conceptual apparatus
of the subject area based on the study of sources about “The Smart City”.

The fragment of “The Smart City” subject area ontology has been presented.

Key words: thesaurus, “The Smart City” subject area, ontology, ontohraf.
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LEXICOGRAPHICAL INTEGRATED SYSTEMSAND METHODS OF CONSTRUCTING

Iryna Bilyatynska
Computer Systems department of the Secretariat of the Verkhovna Rada of Ukraine, 6/8, Bankova Str., Kyiv, 01008,
UKRAINE, E-mail: iral21191@ukr.net

Linguistic research is always topical, because it is a means of communication, ways of knowing the world and
reflecting the results of intellectual activity. One of the traditional means of storage, display and research results of
the study of linguistic phenomena is the dictionary. Usually, traditional paper dictionary describes some aspect of
linguistic substance, but an integral description of linguistic phenomena becomes possible by lexicographical
systems. Lexicographical system is the achievement of the computer lexicography, which is the young science of
compiling dictionaries by using modern information technology. The software products allow combining the
description of a finite number of linguistic phenomena by enabling iner-integration.
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Lexicographical system describes the general type of formal structures. Different information systems,
databases, dictionaries in traditional or electronic form, encyclopedias, etc. are examples of lexicographical systems
in science and technology. Lexicographical system allow considering the specific linguistic phenomena, reflecting the
most extensive form and content of units of language in the process of designing information-linguistic objects.

During the construction of lexicographical systems it is commonly accepted to use architecture ANSI / X3 /
SPARK. According to the architecture of ANSI / X3 / SPARK lexicographical system consists of three levels. There
are conceptual, internal and external. Integration can be done at all three levels simultaneously, or process selective
levels depending on the characteristics of components and integration purposes. The result of the integration of a
finite number of lexicographical systems is an integrated system that is an amalgamation of several software tools
working together. The software tools combination provides its user with panoramic information while each separate
lexicographical source exposes a limited message. Lexicographical system, involved in integrating, is the objects of
lexicographical environment.

We believe that the integration of lexicographical systems can be made as a result of the following steps:

1. Build a conceptual model of lexicographical systems (components of integration) that has become the
objects of integration.

2. Analyze these conceptual models.

3. Identify the phenomena, which are described simultaneously in two or more components of integration.
Determine how these descriptions overlap, and which of them are supplemented. Consequently, determine which new
features of the described effects can be obtained as a result of the integration.

4. Build a new conceptual model that is based on the findings. This conceptual model is the integration of
conceptual models built in step 1.

5. Evaluate the findings of the conceptual model and determine the level at which it is advisable to implement
further integration of lexicographical system. In cases when none of these options is applicable, it is reasonable to
implement a new lexicographic system with its own internal and external levels of representation.

6. Make a choice of the type of integration software implementation lexicographical system in accordance with
the analysis carried out in previous steps.

The article also focuses on the analysis of the main challenges that may accompany the integration process. In
particular, we concentrate our attention on the features of unification of lexicographical systems, based on a variety of
lexicographical effects and data structures with different architecture using different technologies and approaches to
designing. At some point, integration of lexicographical systems can be based on the integration of their software
implementations; hence in the article we examine the integration of complex information systems. We conducted an
analysis of the prevailing modern approaches to the integration of information systems, including classification
according to the data structure, classification according to the level of implementation and modern web integration.

Conducting the research, we have concluded that during the process of integration it is necessary to consider
all levels of abstracting the data of lexicographical systems involved in integration: to analyze the conceptual models,
ways of data presenting on the inner level, architectures implementing external level in order to determine the level at
which the integration can be successfully implement. It is often the case that the process of integration should cover
two or all three levels. Sometimes, this analysis demonstrates the impossibility of integrating the output information
systems which leads to the task modification with the intention to develop the entirely new object.

Key words: lexicographical system integration, information systems, types of integration, integration of
electronic dictionaries, lexicographical integrated system.
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RANGING OF EMOTIVE WORDS FOR THE USE
INTHEMETHODS OF TONE CLASSIFICATION

Nataliya Shakhovska, Khrystyna Hirak

Information Systems and Networks Department, Lviv Polytechnic National University, 12, S. Bandery Str.,
Lviv, 79013, Ukraine

The processing of large volumes of text data left by users in social networks in order to get the author's
thoughts takes a lot of time and effort. Especially if you need to analyze thousands and millions of user profiles. This
problem has led to the development of methods and tools for analyzing the semantic color of text posts in social
networks. Such methods will allow to analyze the author’s opinion, classify them according to certain criteria in order
to predict the future behavior and needs. On the whole, it is possible to divide the existing approaches of tonality
classification into the following categories: approaches based on the rules; approaches based on dictionaries; template
based approaches; frequency methods; machine learning.

Affective lexicons-based approaches use a list of words with the meaning of the tonality (valency) of each word.
The most common way of providing a document (s) in the tasks of computer linguistics and search is in the form of a set
of words; N-gram data sets; vectors. The article analyzes the methods for determining the coefficients of words
importance (the Fisher's method, the pair comparison, the Purto hypothesis, the Bayesian classifier, the linear classifiers,
the method of Rocco, the method of k-nearest neighbors, the method of reference vectors, the method of modeling of
maximum entropy, Word2Vec), and the approach of averaging the results of methods has been put forward.

The authors offered the following algorithm for determining the tonality of posts:

1. Processing the text data in advance. At this stage, all html tags (if we work with hypertext), punctuation
marks, symbols are deleted. This operation is realized on the recited external library of the programming language
php “Beautiful Soup”. Then in the text there are so-called “stop words” — these are frequent words in the language,
which basically do not carry any meaning load (for example, in English, such words as “the, at, about, ...””). Stop
words are deleted using the NLTK package. After processing the data a set of words (array of words) is obtained. At
this stage, it is possible to further improve the structure of words, but this will be done in further research. Meaning
that three posts (e.g. comments on the news) are given in the social network with the following pre-processed vectors
of words:

* [performance, roof, automobile]

* [autopilot, capacity, battery]

* [seats, decor, speed]

2. Presentation in the form of a vector. For this purpose, the methods of words ranking were examined and the
basis-dictionary was compiled, taking into account expert assessments for further research. So, on this stage it is
needed to submit text in the form of a vector of numbers (selectively you can use the Dahl or Zheleznyak
dictionaries), that is, to replace the words from the text with the index from a pre-designed dictionary. For greater
clarity, it is offered to combine all the words from the list in point 1 and sort them by the method of the Fisher's scale:

[automobile, battery, speed, autopilot, performance, capacity, decor, seats, roof].

By replacing the previous vectors with the index of words in the dictionary, the following results are obtained:

*[1,0,0,0,1,0,0,0,1]

«[0,1,0,1,0,1,0,0,0]

«[0,0,1,0,0,0,1,1,0]

The resulting vectors are called “word vectors” or “feature vector”. Thus, vectors for each post in the social
network are obtained.

3. Retrieval of the integral value. With the calculated vectors of words, and, accordingly, calculated weight
coefficients of the importance of each word, one can begin to determine the integral estimate of each post as well as
the classification of texts, etc. These studies are planned to be conducted in further scientific works.

Consequently, the software module “Semant-1" has been developed in order to implement the above-described
algorithm; this module can be effectively used for tasks of semantic ranking of words.

Key words: emotional coloring, colored words, tonal dictionaries, valence of a word, frequency analysis, the
scale of Fishburne, pair comparison, hypothesis of Purto.

1. Pang B. Opinion Mining and Sentiment Analysis/ B. Pang, L. Lee // Foundations and Trends in Information
Retrieval: Vol. 2. No. 1-2, 2008. 2. Danyliuk I. H. Technolohiya avtomatychnogo vyznachennya tematyky tekstu
[Tekst] /1. H. Danyliuk // Lingvistychni studiyi: Zb. nauk. Prac. Vypusk 17 / UK. Anatoliy Zahnitko (nauk. red.) tain. —

274



Donetsk: DonNU, 2008. — S. 290293 3. Medykovsky M. O. Dodlidzhennya efectyvnosti vyznachennya vahovych
koeficientiv vazhlyvosti / Medykovsky M. O., Shunewych O. B. // Visnyk Khmelnyckogo universytetu. — 2011. —
No. 5. — S 176-182. 4. Lytwyn V. V. Metod kvazireferuvannya tekstovych dokumentiv na osnovi ontolohiji predmetnoji
oblagti / V. V. Lytwn, T.I. Cherna, V. M. Kovalevych / Vidbir i obrobka informaciyi, VWp. No. 41 (117). — 2014. —
S 100108 5. Chomiv B. A. Komparatyvnyj analiz matematychnych modeley na zasovi ociniuvannya opiniyi v
tekstovych danych internet resursiv / B. A. Chomiv, S A. Lupenko, A.S Sverstiuk // Visnyk Chmelnyckogo
nacionalnogo universytetu. — 2011. No. 6. — S 7-16. 6. Chalaya L. Ye. Miery vazhnosti konceptov v cemanticheskoy
seti ontolohicheskoy bazy znaniy / L. Ye. Chalaya, Yu.Yu. Sheviakova, A. Yu. Shafranenko // Materialy druhoyi
mizhnar. nauk.-techn, konf. “ Suchasni napriamy rozvytku informacijno-komunikacijnych technologiy ta zasobiv
upravliinnya”. — K.: KDAVT, 2011 — S, 51. 7. Shahovska N. B., Noha R. Yu. Analitychnyj ohlyad metodiv ta zasobiv
opraciuvannya tekstovoji informaciji Informacijni systemy ta merezhi No. 715. — L. : Viydavnyctvo Natsionalnoho
universytetu “Lvivska Politechnika”, 2011. — S 215223, H.Wu and R.Luk and K.Wong and K.Kwok.
“Interpreting TF-IDF term weights as making relevance decisons’ // ACM Transactions on Information Systems,
26 (3). 2008. 12. Katrin ERK. Vector space models of word meaning and phrase meaning: A survey. Language and
Linguistics Compass, 2012, 6.10: 635-653. 8. Online resource TF-IDF [Access mode]. [https://ru.wikipedia.org/
wiki/TF-IDF]. 9. Online resource Okapi [Access mode]. [https://ru.wikipedia.org/wiki/Okapi_BM25]. 10. Online
resource: [Access mode]. [https.//habrahabr.ru/post/149605/]. 11. Online resource: [Access mode].
[ http://nlpx.net/archives/179].

22. baouu C. B., Typ6aun 0. B. Meroau ¢opMyBaHHS MaTpHIb PO3KIAiB HA OCHOBI BUKOPHCTAHHS MOAU(IKOBaHHX
TIepMaHEHT

METHODSOF FORMING MATRICESOF TIMETABLESBASED
ON THE USE OF MODIFIED PERMANENT

S. Babych, Y. Turbal
National University of Water and Environmental Engineering

The specific problem of forming of the timetable of lessons of the institution is a lot of criteria and dependence
from different computing resources. This technique is similar to division of tasks of constraint satisfaction. In the
basis of the construction of timetable is the scheduling theory, which is widely used in the organization of work of
enterprises and in forming of school timetable. Those problems also intersect with the section of dynamic
programming in control theory and the theory of computing.

The paper proposes a new configuration approach to analysis of timetables matrix, based on using of
combinatorial properties of algebraic structures, including permanent.

All well-known criteria which must meet a timetable: students should not have break between lessons, teachers
should not have break between lessons, the number of working days of the teacher should be minimal, the wishes of
teachers should be considered the most important etc. Obviously, the optimal timetable is the best choice for each day
of the training week. Therefore confine ourselves to one training day.

If for each teacher puts in correspondence some positive integer (number, weight, etc.), the timetable will be a

matrix of dimension 3 X ™ | where 3 — number of lessons of a teacher a day, n — the number of groups (subgroups),
for which consists the timetable. We will call that matrix “matrix of timetable” and mark R. Obviously that during the
analysis of matrix of timetable it is arisen a number of tasks related to the requirements of the timetable. The task of
this paper is to develop a methodology admissibility verification matrix timetable and algorithmic aspects of their
construction. During this we use the concept of ternary, binary and unary configurations.

Ternary configuration of timetable formed by the element of matrix of timetable d, call the set of matrix
elements R, thattt;; = @y = @y =d , i, k me {1, 2, 3}, 1= j, p<n . Similarly, we can introduce the
concept of binary and unary configurations (binary configuration cannot be a ternary element). Natural for a ternary
configuration is a condition where | # k& # m (The teacher cannot carry out a few lessons at the same time). The
same condition holds for binary configuration.

Thus, the matrix of timetable is a set of ternary, binary, unary configurations and zeros (zero means that no
lessons). It is obvious that a set of configurations must be such that matrix of timetable could be formed at all (in one
group should be no more than 3 lessons per day). The matrix of timetable call admissible if the line does not have two
identical elements. To construct the algorithms of forming matrix timetables used modified permanent incidence
matrix that represents the sum of all possible products of matrix elements, each of which contains one element from
each row and different columns and item streaming column (the column corresponding to the streaming element)
cannot be the product together with elements of other lines that correspond to the same stream.
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Note that in the absence of flow elements modified permanent is a normal permanent.

Allowable matrix is formed gradually, forming first, second, third string (etc.) by permutations of elements of
columns. To form the first line of permissible matrix of timetable, it is necessary that a configuration of sets of
columns fR1sBz, s Bn} contains a system of distinct representatives. But a system of distinct representatives
exists only when the permanent of incidence matrix of configuration is different from zero. So we examine a

permanent of matrix A. If it is different from zero, than a system of distinct representatives exists: @11: @12, s am,
This system of distinct representatives forms a first line of acceptable matrix of timetable. In order to form a second
line of acceptable matrix it is necessary that system of distinct representatives of configuration sets exist

{R 1 R
dyy @1
relevant arguments. Note that the initial process of forming configurations can be either automatic, for reasons of
minimal number of working days of a teacher, or be the result of an agreement with a teacher (for example, for some
teachers it is difficult to carry out three lessons in one day, then you can create the corresponding binary or even
unary configuration if everyone will be satisfied). This approach solves the problem of minimizing of breaks between
lessons of teachers at the early stage of solving the problem: matrix of timetable is a set of optimized (without breaks

between lessons) configurations.

Ry
s ﬂm}’ where: G11)&12s s @an - is the first line of acceptable matrix of timetable. We continue the

Key words: scheduling, task scheduling, configuration approach, permanent matrix.
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Computational intelligence algorithms have been increasingly used to solve combinatorial optimization
problems recently. These algorithms have several advantages: practical application, flexibility in settings and allow
very effective results which help to find the best solution in a short period of time. These include ant algorithms and
genetic algorithms.

There is a need to use algorithms that not only carry out the main task of searching the shortest route, but also
execute related needs in cases of problems in transportation route optimization tasks used in the decision search for
the optimal route taking into account the cost of resources. It is proposed to use multiple algorithms, such as such as
genetic algorithm and ant algorithm, to execute such a task.

So far, an ant algorithm has been used reference to perform transport tasks. This algorithm is classified as
swarm algorithms. The article suggests using ant algorithms to solve transport problems, as for finding the shortest
path ants leave pheromone traces in the search for food sources. As a result of these actions on the way, which has the
largest concentration of pheromones, more and more ants will move considering this path as the shortest. This
approach allows you to find the best solution in most transportation problems. The purpose of this article is to provide
analysis of current context representation and processing methods and delineate unresolved problems and promising
areas for research.

However, one ant algorithm will not be enough to perform transport tasks putting taking into account the use
of resources by calculation of costs. There was a need to use a genetic algorithm, particularly its functions of crossing
two decisions. Genetic algorithm allows to cross several solutions of ant algorithm creating a descendant that contains
a single unified solution with set properties, such as fuel consumption, time consuming, distance, etc.
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In practice, the solution of transport problems, taking into account the cost of resources is used. A combination
of two or more algorithms or a hybrid algorithm creation will fulfill the objectives of the problem. However, the use
of such a decision requires a technical background, according to current trends in the world.

Modern knowledge about mobile technology can build various models of transportation problems solution in
many areas, including the tourism sector. Today the need for route optimization travel agencies is important. You can
find a basic explanation of this statement. Technology development is growing day by day. New roads have been
built, new tourist resorts have been constructed, interaction channels of tourist centers have been created, so transport
network as a whole has been increased. As a result, optimization of new routes is an urgent problem. Therefore, an
intensive study of the scope and development of new solutions is very promising direction.

Modeling and design of limitation in time and expenses which are based on the modeling of collective intelligence
are used in implementing these methods. These include: the method of ant colonies (Ant Colony Optimization, ACO), a
method of crossing two solutions genetic algorithm (Crossbreeding solutions genetic algorithm, CSGA), modifications
operators (modification operators, MO) and other methods. These methods are effectively used to solve different problems:
ACO is used for solving the shortest route search, CSGA used for solving problems of transportation, MO used for
clustering and data objects. All in all, the above listed methods are used to create a hybrid algorithm.

The usage of programming methods combining genetic algorithm and ant algorithm allows to carry out the tasks of
the article. Analyzing the behavior of ant colonies, such as search for the shortest route by leaving mating pheromones and
crossing features of two solutions of genetic algorithm methods and algorithms have been developed for such operations:
search for the optimal route, costing resources, search distance, time, route, storing executed routes. The paper presents a
description of created system for mobile phones with operating system 10S, which performs all operations listed above.
Mobile application is tested by “first test” method. It is done in several stages. The first phase included the collection of
information and building a hybrid model with the modified crossing operators and initialization. Mathematical models of
algorithms were built on the second stage. They take into account the features of the hybrid algorithm. Algorithms models
were created also in this stage. Modifiers, which served as costing resources, namely consumption, path length, timing,
number of tourists were built in the third stage. Tourists service becomes an important issue in the construction of the
algorithm, as meeting all the needs of tourists (not compensating this process by finding the shortest path and costing of all
resources) was the main goal of the study. A functions combination of genetic algorithm taking into account the modified
operators were used to solve this problem.

The article analyzes modern methods of route optimization which are used to solve transportation problems
with the help of which solutions to transport tourists designed between the settlements taking into account efficient
use of resources. These methods include genetic and ant algorithms by which the optimal route search and placement
of collection points were performed.

Based on created operators modifications of initialization and crossing, a system that solves the transportation
problem in the tourism sector with regards to placement of collection points and transport tourists in vehicles was
built.

In the study of the effectiveness of the algorithm as a numerical experiment and testing of the effectiveness of
mobile application by “first test” method was found that the system builds a route from one settlement to another in
which an error and distance is the smallest.

Key words: ant colony genetic algorithm, hiking trails, a mobile application testing.
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Lately as in Ukraine and so in other European countries there is an interest student’s loss tendency in scientific
research and education in general. The main reason for such development of events is the motivation lack. Students
are not able to concentrate on learning. The reason is the rapid development of information technology. Because of
this, people do not have neither the time nor desire to read books, to take notes of lectures and to perform traditional
laboratory work. In particular this applies students in areas related to information technology. IT sector is innovative.
And it is natural that traditional teaching methods (such as lectures and books) are not always effective. These
methods are weak, primarily because the student is passive in the learning process. The person is the only one
observer. And so he can lose attention easily to the material. Student must constantly maintain a high level of
concentration on a lecture or a book that quickly tires. Therefore, the traditional system needs to be updated for
encouraging such students to study and research, making it more interesting and urgent. In this complex issue comes
to the aid gamification. These techniques tend to involve the natural human instincts: competition, achievement,
status, expression, and problem solving. This article describes a system in which students can learn the educational
program by creating so-called bots for games. A game refers to the software, which realizes environment for bots
competition among themselves in different conditions. So the research object is student’s education system. This
paper analyzes the current system, its advantages, disadvantages and alternatives. Also, innovative methods of
teaching and evaluation of students are considered that are the subject of this research. Writing bots for games as
learning provides an opportunity to make planned work on the site online, and also the possibility competes in the
implementation effectiveness with the other students. All this greatly affects the motivation of students and involves
them in active learning required subject area, and encourages to a scientific research. So, virtual computer laboratory
will interest students in learning, will provide easy access to materials, provide opportunities for self-realization, and
will make students evaluation much simple and objective. The system development (for an existing system
supplement in the universities) will give constant and quick access to necessary materials for users (for example,
lecture notes, articles, video lectures). Also, it will simplify, speed up and make more objective assessment of
knowledge, improve the situation, interest students in learning, and allow them to evaluate properly. Advantages of
system for analyzing, using and developing artificial intelligence (SAUDI) are the following:

gamification will encourage students to study and research;

system success tracking will allow objectively evaluate students without the human factor intervention;

easy access to learning materials and various methods of filing them, which allow to learn the material for
students more convenient;

» gamification provides the opportunity in self-realization for students and good abilities.

SAUDALI disadvantages are the following:

this computer system (technical factors are influenced critically in its work: a problem on the server or
internal error);

the system can not completely replace traditional approach, because it will not officially be replaced in the
near future;

sometimes human factor lack does not allow properly assess student.

The analysis showed that SAUDAI must be used in combination with the traditional system. This is not to
replace teachers, but it is a useful tool in their hands. Using the online system will allow students to easily access to
all the necessary materials and discuss problem questions with other students and teachers. A main goal of the system
is to provide an innovative method of fixing and testing of mastered knowledge by students in an interesting way for
them. Also, it is to provide opportunities for students for self-realization. So, SAUDAI use the idea for online
teaching and student learning environment. SAUDALI greatly expands their functionality and introduces gamification
in the knowledge validation process, making it extremely efficient and interesting.

Key words: innovative teaching methods, students studying, IT, game.
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The article covers necessity, concept and role of professional standards for the system of IT-industry and
IT-education, international practice of their use. Purpose of this article is to contemplate ways to harmonize IT education
and IT Professional Standards in terms of formation, development, accumulation, renewal, assessment of IT
professionals’ qualifications and competencies in accordance with European e-Competence Framework (e-CF) and
Ukrainian stakeholders’ requirements. Expediency analysis requirements of stakeholders in the development of IT
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education content is presented. A structure and a content of professional IT standards in Ukraine are described. It is
proved that professional standards provide the sphere of education with the necessary information about areas and
objects of professional activity of graduating students, its kinds, tasks and necessary competences of future specialists.
Ukrainian Educational IT Standards were developed without consideration of IT industry needs and European e-
Competence Framework. It is shown, that development of professional standards based on competence approach,
European e-Competence Framework and trends in IT education is a critical problem in Ukraine. In accordance to
structure and content of industry standards of higher education, Professional standards might be the base to define
competences required for realization of typical tasks of activity and operational functions of graduates with bachelors’
and masters’ degree. Requirements to basic knowledge specified in professional standards give an opportunity to define
a list of disciplines in curricula which students of IT specialties will obtain. General characteristic of Educational
Standards of Ukraine provides description of subject area of activity with the definition of study and activity objects,
study purpose, theoretical content of subject area, types of professional activity, methods, methodologies and
technologies, which should be obtained by graduates of higher educational institution, tools and equipment to obtain
those knowledge and skills. Professional IT standards are based on international information technology standards
ISO/IEC 15288:2008, ISO/IEC 12207:2008, European framework of competences (e-CF). IT professions for which
professional standards are developed in Ukraine correspond to nomenclature of professional profiles of European e-
Competence Framework, namely: Information Systems Specialist, Software Developer, IT Project Manager, IT Product
Manager, and Information Resources Specialist. Professional standard “Information systems specialist” and “Software
developer” professional standard are considered. Labor functions and labor actions of Professional standard “Information
systems specialist” correspond e-CF descriptors of ICT competences relevant to business processes in information
systems: PLAN, BUILD, RUN, ENABLE, MANAGE. “Software developer” professional standard defines the main
purpose of professional activity namely development, debugging, testing, modification of software.

Key words: IT-industry, IT-education, professional standard, educational standard, competence, proficiency
levels.
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