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The paper presents a short introduction to several electronic resources for Ukrainian
language, namely, two treebanks: the Gold standard (ab. 130 thousand tokens), manually
annotated in the Universal Dependencies flavour (https://universaldependencies.org/), which
comprises the training data for a machine-trained syntactic parser, and a big (near 3 billion
tokens), automatically annotated General Treebank (also known as Zvidusil), as well as a
valency dictionary, developed by the Institute for Ukrainian, NGO (Kyiv) in 2015-2019
(https://mova.institute/). We also describe an experimental usage of the valency dictionary
information to boost the performance of the syntactic parser. As a proof of concept, we discuss
the case of syntactic and morphological ambiguity of frequently used Ukrainian pronouns
ioro, ii, ix ‘his, her, their’ and ways of improving the syntactic parser’s performance using the
supervised machine learning techniques with a theoretical linguistic support. Apart from the
multiple morphological ambiguity (24+ possible tags for each of these forms), one of the
challenges connected with the presented linguistic phenomenon, is that its correct
disambiguation involves anaphora resolution and semantic roles identification. On the one
hand, this makes the disambiguation process much more complicated, given the followed
annotation design, on the other hand, by resolving a seemingly low-level (morphological)
problem we gain a bonus in the form of significant textual analysis hints which can be later
used in various NLP applications for Ukrainian. The present article is a practical follow-up of
its more theoretical predecessor (Kotsyba, Moskalevskyi 2018 [11]), where the linguistic
underpinnings of the syntactic and morphological interpretation of the pronouns iioro, ii, ix in
comparison with other Slavic languages are presented in greater detail.

Key words: Ukrainian language, Treebank, syntactic parsing, semantic roles, valency
dictionary, anaphora resolution, morphological disambiguation, supervised machine learning.

HageneHo KopoTKHii ONNC AEKiJIbKOX €JJeKTPOHHHUX pecypciB YKpaiHCbKOI MOBH, a caMe
ABa cHHTAKCH4YHi kopmycu: 3osortmii cranmapt (0ias 130 THc. ciiB), aHOTOBaHWi BPYy4YHY
nepeBamu 3ajexnocreii Universal Dependencies (https://universaldependencies.org/), mo
CTAHOBHTH TPEHYBAJIbHI JaHi Il CHHTAKCHYHOIO0 Mapcepa, Ta BeJMKHii (Maitke 3 Minbsapan
cJiB) aBTOMATHYHO aHOTOBaHMIi 3arajbHuii cMHTakcHuHMi kopmyc (3Bimyciiib), a Takoxk
BAJICHTHUI CJOBHMK yKpaiHchbkux aieciaiB. Lli moBHi pecypcu po3podasiiorbesi B IHeTHTYTI
Yxkpaincebkoi, 'O Bix 2015 poky Ta € qocTynHi 1Jisi HeKOMepPUiHHOT0 B:KUBAHHS MiJ aJpecoio
ycranoBu https://mova.institute/. Takoxk omucaHo exkcrepuMeTaJibHe BUKOPHUCTAHHS BaJleH-
THOTO CJIOBHUKA [IJI51 NOKPALIEHHS SIKOCTi pO0OOTH CHHTAKCHYHOI'0 Napcepa 3 BHUKOPUCTAHHAM
MAIIMHHOIO0 HABYAHHS TAa IPYHTOBHOI TeopeTHKO-TiHrBicTHuHOi 06a3u. Ilpuxnagom Oynam
KOHCTPYKIiI 0c000BO-NPUCBIiiHUX 3aliMeHHMKIB “Horo”, “li”, “ix”’, KOKeH 3 AKMX Ma€ MOHAJ
24 moxauBi Mopdosoriuni Taru, y cnojiy4eHHi 3 repyH1iieBUMu iMeHHUKOBUMH (hopMamMu, 110
TAKOK MOXXYTh MATH Pi3Hi rpamaTuyHi iHTepmnperaunii (i3 KJIOYOBHMH CEMAHTHYHUMH
poasimu aGo Ge3 Hux). Bubip mpaBuwiabHOi iHTepmperanii y 6araTbox BHIAJKaX BHMArae
inenTudikanii ceManTHyHOl poJi iMeHHHKa, 110 HOro 3acTynae y TekcTi 3aiiMeHHMK, i/a00
po3B’sizaHHss kopedepenuii (anadopu). 3 ogHOro OGOKYy, e YCKJIAIAHIOE TMPOIEC
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YOAHO3HAYHEHHS; 3 iHIIOro 00Ky, MM OTPUMYEMO OOHYC ISl SIKICHOTO aBTOMATHYHOI0 aHAJII3Y
TEKCTY, HeOOXiIHOro Isi 6araTbox 3acTocyBaHb B 00podui nmpupoauux mos (NLP). Ipoana-
JII30BAHO THIIOBI NMOMMJIKH ABTOMATHYHOIO NMAPCHHIY AJS JOCHIIKYyBaHOI KOHCTPYKIii Ta
NMO/IAHO MPAKTHYHI peKoMeHAalii 70 CTBOPeHHS] TPEHIiHNOBUX JAHMX JIs1 KPalloro HaB4YaHHs
napcepa y Mmaiioyrapbomy. CTaTTd € NPaAKTUYHUM TPOJOBKEHHSIM JIIHTBiCTHYHOIO
nocaimxennsi (Kotsyba, Moskalevskyi 2018 [11]), me mogaHo TeopeTH4He OOrPYHTYBAHHS
pimieHHst npo0JieMu iHTepnperanil 3aiiMEeHHUKIB Ta IepyHAIEBHX iIMEHHHUKIB JJISl YKPaiHCBKOL
MOBH HA TJIi iHIIKX CJIOBAHCHKHUX MOB.

KiarouoBi cioBa: ykpaiHCbKa MOBa, CHTAKCHYHHI KOPIYC, [epeBO 3aJIeKHOCTEH,
BAJICHTHUI CJIOBHHMK, CEMAHTH4HI poJi, aHagopa, mopdosioriune yoqHO3HAYeHHsI, MAIIMHHE
HABYAHHSI.

Introduction

High accuracy syntactic and morphological parsing still remains one of the biggest challenges of the
natural language processing, especially for the morphologically rich languages like Ukrainian. In the
present paper we are going to describe some of the disambiguation problems we have encountered while
training a syntactic and morphological parser for Ukrainian and possible ways to cope with them. The
paper is structured as follows: Sections 2 and 3 give a short overview of the language resources used
(composition of treebanks, the syntactic parser’s performance, peculiarities of annotation, and the valency
dictionary in development), Section 4 describes an experiment conducted to verify how making the parser
partially valency aware reflects its performance for the investigated structure, Section 5 is an overview of
possible disambiguation solutions, and finally Section 6 presents conclusions and possible further work.

Treebanks and the parser used

The presented below resources are being currently developed by Institute for Ukrainian, NGO as a
grass root initiative in partial cooperation with the faculty of philology of Kyiv Mohyla Academy, see also
[10]. They are made publicly available for non-commercial use.

The present! 1U Gold standard Treebank (“IU” in its title stands for “Institute for Ukrainian™)
contains fragments of genre balanced texts from the XX-XXI® centuries, amounting to over 130K
manually annotated tokens with morphological and syntactic features. The morphological annotation
guality was assured by a 2+1 system, where two independent annotators worked on the same texts and the
third annotator resolved any discrepancies in their annotation. The syntactic part is being developed within
the Universal Dependencies (hence, UD) project? since November 2015, which makes it conceptually
aligned with other 70+ languages and quality attested. This layer of annotation is done by only one human
annotator but later it goes through checks by other annotators and the whole Treebank is subjected to more
than two hundred of manually designed and programmed consistency tests.

IU General Treebank (Zvidusil)® is parsed automatically based on the training data of the Gold
standard. It contains 2 848 203 658 tokens, mainly harvested from the Internet or granted by friendly
publishing houses. The essential parts of it are: fiction (also translated), newspapers, fora, blogs, manuals,
documents. Both Gold and General Treebanks are the first syntactic resources for the Ukrainian language
of this size and quality*.

! Starting from of May 2018, both treebanks are searchable through one of the alternative engines:
https://mova.institute/kontext or https://mova.institute/bonito. IU Gold Treebank can be downloaded from
https://mova.institute or https://github.com/UniversalDependencies/UD_Ukrainian-1U/tree/dev.

2 https://universaldependencies.org

% The original name is Zvidusil, from Ukrainian 3sidycize meaning ‘from everywhere’.

4 Another existing project dedicated to Ukrainian syntax that deserves attention is developed at the Institute of
Philology of Kyiv National University (http://www.mova.info/Page2.aspx?11=14) but as of March 2019 it looks like
rather a small, experimental resource as compared to ours: http://www.mova.info/syntaxis_search.aspx
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The morphosyntactic and syntactic parser was trained on the Gold standard Treebank and its
performance on 15K test set as of May 2018 is summarised in Table 1 below:
Table 1

Statistics on the performance of the UDPipe® morphosyntactic parser for Ukrainian

metric on plain text (%) | pretokenised ( %)

universal® parts of speech 97.25 97.45

UD morphological features 91.48 91.61

UD whole tags 90.87 91.00

lemmas 98.2 98.43

vlf/:r?o:ul{[nrlei:filtl;c; attachment score  (head 79.27 82.1 (also manually premorphotagged)
LAS: labelled attachment score _ (head 75.52 79.89 (also manually premorphotagged)

and relation)

Even though the parser performs quite well as compared with corpora for other languages in
UD, with roughly every 10" morphological and 4" syntactic tag being wrong, its everyday working
use for linguistic analysis is still not possible. This is the reason why we are looking for ways to
enhance its parsing performance. The analysis of typical parsing mistakes of the 1U syntactic parser
reveals that it copes well with very frequent phenomena but requires better training with respect to
rare ones. Pronouns make one of the problems which deserves special attention due to a high
frequency of their use. Some of the contexts they appear in, however, are not so frequent and may
cause difficulties for automatic parsing.

Quality of annotation largely depends on the annotation scheme design and the chosen level of
its granularity, and to some extent can be manipulated by adjusting both the parameters. However,
in the case of the syntactic parser trained on the Gold Treebank, the area for manoeuvres is limited
by the accepted international standards of annotation, namely, the scheme used by the Universal
Dependencies initiative. The UD project, whose aim is a consistent cross-linguistic syntactic
annotation of many languages, started in 2013 and by March 2019 the quantity of languages has
grown to 76, with a dozen more upcoming. The Ukrainian branch has been developed there since
2015, and by July 2018 five stable releases had been produced. The annotation scheme used in UD
has its roots in the Stanford dependencies for English [3], Google universal part-of-speech tags [15],
and the Interset interlingua for morphosyntactic tagsets [18], but it is still constantly evolving to
reach better consistency throughout the involved languages. Apart from the necessary common core
of the universal parts of speech, features, and relations, each language may have language-specific
features as well, so its peculiarity is not compromised for the sake of the general “good”.

The Ukrainian version of the UD tagset has its roots in the MULTEXT-East v.4 (MONDILEX, or
MTE for short) morphosyntactic tagset, for more details see [5, 7]. In the light of the present research this
relation is important, as the discrepancies in the pronouns conceptualisation in both projects were reflected
later on some aspects of their (pronouns) annotation. In particular, MTE was focused rather on the
morphological and partly also etymological aspects of pronouns while leaving the syntactic function to be
dealt with at the level of syntax.

5 State-of-the art parsers, e.g. Stanford [4] reach far better performance (up to 87.5 % LAS), but do not support
plugging in a morphological dictionary, which is needed for our experiments. We therefore use UDPipe.
® In this context “universal” refers to those used in the Universal Dependencies (UD) project.
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Table 2
Possible combinations of tags for Ukrainian pronouns in MULTEXT-East v.4 (MONDILEX)’

POS |Type Ref Type |Person |Gender |Animate |Number |Case Synt_Typ |Example
e
P p 12 y sp ngdail n s, MeHe, Td, To01,

MH, HaMH, BH, Bac

P p 3 mfn S ngdail n BiH, BOHA, BOHO,
Horo, ii, ilomy,
HHM, HEIO, HhOMY,
HIi

P p 3 p ngdail n BOHM, IX, IM,
HUMH, HUX

P disgrzgx m S ngdil a TAaKHii, LIbOTO

P disgrzgx fn S ngdail |a Taka, LbOTo, IIii,
orTe

P disgrzgx p ngdil a TaKi, TAKUX, LIAM

P disgrzgx m yn S a a TOTO, TaKoro,

TUX, TAKUX, TOU

P disgrzgx yn p a a THX, Ti

UD has a unified treatment of pronouns with respect to their syntactic environment. Therefore, the forms
information in UD, in addition to the original, much fewer, personal pronouns tags in MTE.

Example of pronoun tags in the UD Gold Treebank for Ukrainian 2 out of 29 available tags for the
form zozo.

fioro BiH PRON Case=Acc|Gender=Masc|Number=Sing|Person=3|PronType=Prs

Horo ioro DET
Case=Nom|Gender=Masc|Number=Sing|Person=3|Poss=Yes|PronType=Prs|Uninflect=Yes

This multiplicity of tags is a cause of disambiguation trouble in general, although most often it is the
basic possessive (DET)::personal (PRON) distinction which is of the most practical significance.

Introduction of the possessive interpretation of wozo, ii, ix pronouns demands automatic
disambiguation in the cases with which even human annotators themselves may have troubles. Let us
discuss some examples first.

In the easiest situation, when these forms precede nouns, they are possessives, while when they
precede verbs, they are personal pronouns replacing some of the verbal arguments (most often Agent of
Patient). However, there is a specific type of situation when nominal and verbal qualities are mixed,
namely, the gerundial form (in academic grammars and dictionaries of Ukrainian these are nouns of the
deverbal origin ending with -uua/-mms)®. Example of the possessive use of the pronoun: °

Ilpupoono, wo coyionocis Hatiyacmiule NOBUHHA po3egoamu IHOUGIOA [ 1020 NOJONCEHHA |
3Hauenns 6 piznux coyianvhux 36'szxkax.” Naturally, sociology most often has to consider the individual
and his/her position and significance in various social relationships.’

7 http://nl.ijs.sifME/V4/msd/html/msd.P-uk.html

8 Following the way it is done in [11], we will be using the term “gerund-like form” (GLF, for short) to talk
about such nouns in a generalised way, before disambiguating them into nouns or gerunds proper.

° Demo of the on-the-fly parsing is available at https://mova.institute/ananizatop.
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=St & htitps//mova.institute/ananizatop * = |

nadopaTopia yKpaiHcbkol

MOpPOCHHTAKCOBMIA aHanisaTop newso

penian
T i
/ e q / e——
npuc!  Posa nomon IMEH NPUG ™" ppg == e 25 ™ men!  conon” snpuk IMEH ccnm"‘““"\MEH

MPHA MPHK
MpupoaxHo o Wwo  couioneria HahyacTiwe NOBWMHHa po3rnagatv IHAWBIAa I AOre MoNoXeHHS I 3Ha4YeHHA B PISHUX

posa

rpun
At DM
==
nPUK ™= N EH PO30

couianbHUX 3B8'A3Kax

MpupoaHo, wo couionoris HaMYacTlwe MOBWMHHa posrnAgaTW iHaveBiga 1 Woro NoMokeHHA 1 3HaYeHHA B pPi3HUX colianbHUX

3B A3Kax.

Fig. 1. Parsing results for the possessive pronoun, tree mode

The same sentence parse can be shown in the table format.*

nabopaTopif yKpaiHcbKol

MOpGOCHHTAKCOBMI aHanisaTop AeMO

¥ cnoeo nema YM Modonoriyvi pucm ronoea 3B A30K

1 [MpupogHo MpUpoHO MPUC Crtyn=bas a KOpP1lHb
2, , P031 6 po3a

3 wo wo ncnon 6 nc

4 couionoris couionorim IMEH Ictota=HeicT|Bigm=Hasz|Pip=MiH|Ymcno=0gH 6 nigmeTt

5 HanyacTiwe HafuyacTiwe [PUC Cryn=Hais 6 npucaMosn -

A a5 iR s mee = 2 4

MpupogHo, Wo couionorif HaWdacTlle MNOBWMHHA pO3rfAAaTM 1HAWMBiAa 1 Moro MOMNOKEHHA 1 3HAYeHHA B PLl3HMX collanbHuX
3B 'A3KaX.

Fig. 2. Parsing results for the possessive pronoun, table mode

Example of the quasi-possessive use of the pronoun, where iioco ‘his’ refers to the proper name
subject “Pobept Mrosmep”, the Agent of the gerundial action.

Ingopmayiio 6yno nepedarno adsoxamy Pobepmy Mionnepy ¢ pamkax #ozo poscrioyeanns. ‘The
information was forwarded to the lawyer Robert Muller as part of his investigation.’

poaal
/ - ohernoae- npWn -
IMEH mec"“” \ e F eRoam ey < TR b e T B MPU '*”“‘”‘”‘\lr.dEH’ arnpwr{“‘”e’““ln.!EH PO3A
IHdopmauito byno nepeaaHo afBoKaTty Pobepty Mtonnepy B paMKax WHero poschigysaHHsa

Fig. 3. Parsing results for the Agent pronoun role, tree mode

Such uses are treated as possessive in our approach, given a broad understanding of possessivity.
The main reason is to differentiate this use from the Patient one, which is illustrated below.

10 Mind the highlighted option maéauys ‘table’ vs dyza ‘arc’at the bottom of the screenshot. There is also an
option for the universal (in the UD sense), English names of the morphological tags and relations, but we will be
using here the translated ones for the convenience of the target Ukrainian user.
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Example of the non-possessive use of the pronoun, where it stands for a semantic Patient:

Ocobnusocmi HAOAHHA CHeYianbHUX 003801i8 HA 30IUCHEHHS 20CN00APCbKOi OinbHOCMI 3
2€0/102i4H020 susyents 3anacie zazy (Memany), H020 8u006YEaANHA HA UWLAXMAX SUSHAYAIOMbCS 8i0N0BIOHO
0o yvoeo 3axony. 'The peculiarities of providing special permits for carrying out economic activity on
geological exploration of gas (methane), its mining in mines are determined in accordance with this Law.’

nigmeT-
> awap
IMEH”""" mEH nPuK ' N ien/ el P el nPUK "% e nPWA neuK * o=y P "'|MEHf“"”'ﬂrﬂEH@oa,f““"
OcoBANBOCTI HAAAHHA CeyianbHux A03B0NIB Ha  3AIACHEHHS rOCNOAAPCLKON AIANLHOCTI 3 FeonoriyHoro BUMBYEHHA 3anacis  rasy  (

nigmeT-

SHOR

poag
o gl
TP MEH T poag  Posn 3aiM ™ VIMEH ApviA ™S IMEH mecr T nppg nPWi~ 3nPHE™ " MIMEH  PO3Q

34 3

MeTaHy ) = Aoro BuacOyBaHHS Ha LWEXTaX BU3HAYaITLCA BiANOBIAHCO A0  UbOre  3akKoHY
Fig. 4. Parsing results for the Patient pronoun role, tree mode

Even though sentences with several pronouns surrounding the GLF are considered non-grammatical,
most likely due to their challenged comprehensibility, they still happen in the real language use. The query
[word="ix|ii|itoro"] [lemma=".*(uns|rTs1)"] [word="1x[ii|itoro"] to Zvidusil treebank returned 373 results.
In our case they are good illustrations of a predicate (gerund, in this case) accompanied by both semantic
roles, when one of the pronominal uses is possessive (or rather quasi-possessive, as it stands for the Agent
role) and the other is personal (stands for the Patient). Of course, many of the hits represent cases when
both pronouns refer to different predicates, but there are quite a few examples of the pattern in question, as
in the example below:

I it posyminnus wozo ¢ my camy mums cmaio Odoseputenum. ‘And at that very moment her
understanding of it was perfect.’

o4
4 O WM
f—‘EE'I ;:us;:r—-..\
ceron’ 3nPuK *TNmER” ™™ Al APWET 3NPMK. 3MPUK ™SS YMEH OPTRAN gec £ XTSI npyyc PO30
I ii  posyMiHHA #oro B Ty  caMy MWTb CTano  AoBeplUeHUM

Fig. 5. Parsing results for double pronoun roles, tree mode

We can also notice that when the second pronoun is omitted, the most prominent (and probably the
only possible) interpretation of the first pronoun changes to the personal (Patient) one. For more details,
comparison with other Slavic languages, and explanation see [11].

Sometimes GLFs lose traces of their origin and function as nouns (for example, they are able to
pluralise and can get adjectival modifiers of the non-predicative nature), e.g. ocumms, cmamms,
oeonowenns. However, they can still be homonymous to real gerunds, cf. the example below.

8paxosyouu me, wo O0OBUHYSANbHUL GUCHOB0K micmumbces Ha matiice D500 cmopinkax y
yomupwvox momax, ioeoladj ocorowenns moswce posmsenymucs na xiroka ouie. ‘Given that the indictment
takes almost 500 pages in four volumes, its announcing may extend for several days.’

Since most frequent use of the word ozonowenna ’poster/advertisement/announcement’ is nominal,
the parser mistakenly treats the gerundial forms as nominal either. It is only with the help of the semantic
hints: activity verb posmsenymucs ‘extend’” and the temporal modifier of period na kinvxa ouis “for several
days’, that one can identify the gerund proper in this sentence.

The example above clearly belongs to the more complicated cases and is out of the scope of the
present research. However, it is a good illustration of the diversity of the problem which proves that we
should not expect its full solution using one particular method but should rather seek some approximation.
Therefore we will first concentrate on less ambiguous examples, where the lemma of the GLF is sufficient
to discern the grammatical quality of the pronoun. Since gerunds most often inherit valency patterns from
their ancestor verbs, information about valency of verbs from which the gerunds are derived seems to be a
valuable source of information.
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Extracting valency information

Valency information was extracted semi automatically from the Dictionary of Ukrainian language
(SUM, 26], the biggest currently existing dictionary with definitions of meanings of Ukrainian words), and
later revised manually!!. SUM contains partial grammatical information about entries given in a loose
textual form and this was the main source of valency information for us. The digital unparsed version of
SUM available at http://sum.in.ua/ was used for this purpose. SUM contains very few noun entries with
valency information. Those with reference to verbs do not have any additional grammatical information. A
simplifying assumption was taken that gerunds inherit valency patterns of their ancestor verbs. The linking
between GLFs and the verbs was established on the basis of semantic definitions of the former which in
most cases state explicitly “action according to the meaning of ‘verb x’”, where ‘verb x’ is the infinitive
form of the gerund’s derivative basis. Here is an example of such an entry:

BU3BHAHHS, s, piako BUBHATTS, s, cep. 1. iz 3a 3HaueHHsIM Bu3Hatu 1—3.
[http://sum.in.ua/s/Vyznannjal].

Gerunds extracted on the basis of word definitions are this way already disambiguated from their
nominalised homonyms. For simplicity, the remaining meanings are just not taken into consideration but
they exist and add to GLFs’ lexical ambiguity. The word eusnanns ‘recognition’ illustrated earlier has two
more lexicalised meanings, and practically all other gerunds do.

Currently the valency database for Ukrainian includes 39207 verb meaning definitions, part of which
are mapped to 7450 gerundial forms (gerunds proper). 14454 verb meanings are unambiguously transitive,
20560 are unambiguously intransitive, and 4193 (about 10 %) can be either transitive or not. The derived
gerunds comprise 3527 unambiguously transitive, 1407 unambiguously intransitive, and 2516 (about
34 %) ambiguous forms, respectively.

Example of valency presentation and linking:

s wiezolnoun gionosrenns nompibno oecsamku Mminvlionie 2pusens... ‘For its renovation tens of
millions hryvnyas are needed...’

The above sample sentence from the experimental test set is linked to two valency dictionary entries.
It uses information on transitivity for the ancestor verb through the intermediate dictionary for gerunds, see
two corresponding examples of dictionary entries below.

A working valency dictionary entry for a gerund (mind the two possible ancestors indicated here,
transitive and intransitive ones):

BITHOBJIEHHS BigHosutu ¥ Bimmosutuca 1-3 verb  action:state 1. 3 [lis i cran 3a 3Hau.
BIJHOBUTH U BigHoBUTHCS 1-3.

Working valency dictionary entry for a verb:

BIZIHOBJIIOBATH BIZTHOBJIFOBATU BITHOBJIATH imp. BITHOBUTHU mepex. 1.

S: Aiacc -0 S:0 Aacc - acc 0 acc 0 Hanasatu
MOTIEPEIHBOTO BUTIISITy YOMY-HEOyIlb IMOIIKOJKEHOMY, 3IMICOBAaHOMY, 3pYHHOBaHOMY; TPUBOJHUTH [0
nonepeaAHbOro CTaHy; IIOHOBJIKOBATH.

The above pattern includes: the basic form, its phonetic and aspectual variants (imp. stands for the
‘imperfective’), transitivity marker (nepex. is short for ‘transitive’ in Ukrainian), meaning number (1.),
lemma related valency pattern, meaning related pattern (in this case these are identical), morphosyntactic
pattern for the argument (in this case it is only the direct object expressed by the accusative case), for the
lemma and for the meaning. Comparing meaning valency patterns for particular meanings with the general,
lemma related ones, gives information about potential ambiguity.

Of course, there are more simplifications and assumptions in the present model to consider: 1) the
dictionary does not contain all the existing forms and all the existing meanings of the listed forms; 2) as
shown in [21, 23], Ukrainian gerunds are strongly grammatical and can be generated on the fly, making

11 The presented resource actually grows into an independent valency dictionary. While it is currently in a very
raw state, there are plans to enrich it with missing valency information from corpora and publish for machine and
human use.
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use of the generative power of language [16]. Their presence in a dictionary therefore rather reflects the
frequency of their usage and discrepancies with the real language use can be expected. All these
circumstances contribute to the grey zone of the experimental results that are responsible for a considerable
part of the failures in the experiment. The purpose of the experiment thus was to estimate the scope of this
grey zone and of the impact of the valency information in its most basic form for disambiguating GLFs’
dependent pronouns. The next section shows some details of this procedure.

4. Experiment

An additional specific test set (SpecTS) with utterances containing a 3™ person pronoun and GLF
pattern was created to test the impact of our improving efforts. A simple (string based) query pattern was
used to extract them from the Zvidusil Treebank: [word="ix[iiliioro"] [lemma="*(uus|rts1)"]. The set
contains 150 samples from: fiction (60), fora (30), newspapers (30), and additional random genre (30); to
randomise the selection only one occurrence per document was allowed. This test set was later added to the
testing part of the Gold Treebank to see whether and which of our changes led to corrections of the
pronoun labelling by the parser.

JanmT x| | foro, J*(aaa|tra), Yrweo 38,777 =

JTHWMTH TinbKM NepUe sHalaesHA Ha gokymenst 3,167 (1,11 Ha minsion) €)

Cropisxa |1 =106 | MNepedtw | Hactynna | Octadsa

Excnepumentr npodecopa M. | Tynscea Ta iHWMX yYEHMX NOKA3VIOTE, WO 38 4ONCMONOHD ENEKTPOMATHITHOTD
nonA HepEa NogmMHa Moxe “BaunTi™ NpeayMeTH Ha BIgCTaHl, HANDKKNAA, BIAPISHWTH NPOBIAHKE Bia AienexTpuka,

BMIHAYMTH Micye 1 POSTAWYEAHHA , hopmy, HaNpam pyxy.

- Mig M, Wo CTOITE ¥ HOTO NOCEIgYEHHI

ArBr BiH, HMEYYM TaM, ZHAE X043 O OgHY QECATY, O4HY THCAYHY YaCTHY TOMD, WO JHAE TEMSR, HACKLIEHH

Uikasiwsms Byno & Woro HMTTA !

-XMTpO MMCANKM KPHYKOTEOPUI,- EDEWTI CHA3aE [ puropié KanicTpatoewy, moB TO ByNo £gMHMM EMCNIOO0M HOMD
BEMBUYSHHA

Je BiH nogiec-cs! — uye binedo foro CHIMNEHHA

Y peansse Ti 3AIHCHEHHSA 3 NOFNAAY Ha JOCRrHEHHA CYYacHOT HayKW!

TyT 1 BigBynoca Horo NOCEAYEHHA B TEXHIKA-0CEITNHEBAYE.

Moro matk BMEDAA HEZA0ADOM MICAA HOro HAapoAHEHHA , 1 BiH BMXOBYBAECA POJMYEMM MATED]

B micTeury [yaisaga nig Macyminatamon. )
Mownueo, Ua NICHA | HE HANEKANE 40 HAMEIGOMILMK MENCAIN CKAHAWHAECEROMD KOMNOSHTOPE, AN, HANSEHO,

B0Ha OyNa OgHMM 3 HEMZaQYIWESHILWMK Horo TEODIHE
BiunicTe guxas i 1 AMXaHHA BiQYYEAETECA ECHIOM.
Haono i aUiKaBAeHb HE ODMENYERNOCA HERPOXIPYDIiH, AKOK BOHA 33HMANACA B HAYKOED-

AOCAIAHOMY THCTHTYTI,
Mwoaa siguyna Ti IHIAKDBIHHA i, BMDYYAKYM MATIp, CHASANA:

MoaidHMiA KoNopKMT BIADIZHEE | Horo =3afaBHe €BaHrenies («=MuTTA lcyca=), nerkmi, JoWKYAEHME, NPOHMIaHKWEA
rannsChHoR GOTENHICTH NamdneT, g 08'EKT BMCMIHBAHHA 1 BMKDHTTA — YHHE HE KATONHUMIM, 8 EBAHTENECEH]
onoBigi npo XpMcTa, Woro HApO4#EHHA . AiAHHA, Yyaeca.

Bxe gasHeHeko gig Mpuuas vennasca go MoTysa, wod BiH KYNME Y HOro None we 3a Horo HHEOTTA

Fig. 6. Fragment of the concordance on which SpecTS was based

The first step was to modify the tags in the Gold corpus to comply with our revised theoretical
assumptions about gerunds described above and retrain the parser. The results improved slightly, see
column “fixes” in Table 3 below. The next step was adding basic valency information for GLF, to check
how transitivity of the verb from which the GLF was derived influences the parser’s behaviour.

The results of the transitivity aware parser were compared against the basic line results. The
discrepancies were analysed and grouped. Manually crafted consistency tests'? were used for automatic

2The consistency checks are regenerated upon each new corpus build and can be traced at:
https://lab.mova.institute/files/pomylky_robochoho_th.html.
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detection of problematic areas, e.g. pronoun parsed as noun in the context of a gerund derived from an
intransitive verb is a signal of a potential error, see Figure 7.

The consistency checks also helped to ensure no errors crept into SpecTS annotations. The last
column of Table 3 shows how information on transitivity improves given reasonably consistent (fixed)
tagging of pronouns.

The analysis of mistaken parses (i.e. of what the parser “refuses” to learn) in the SpecTS reveals an
extended picture of the same problems as detected on the smaller set based on the Gold Treebank,
described in greater detail in [11]. However, the bigger scope of the set combined with the transitivity awareness
background presents a better overview of the phenomena in question, which makes it easier to define further
directions of work to overcome the ambiguity problem. They are presented further in Section 5.

M1429 peugzik?: zwidusil__22/27
- HeoYiKYEaHMW BiAMIiHOK NPUEMEeTHHKA-Npucyaka @ 2jkm
COHAYHWKA npocTip noTpefye ACKPAasS0Oro HAaNOEHEHHA , TOK KOHKypC GyAe ®OPCTHEMM , & BiaGip |npMHUMNOEMM

ane , AKWO BaMm € WO 3ANPONCHYBATM Td YMM 3AWEYBATH TEODYO - iHTENeKTVansHWid KMiE , SaN0oEM0ATE TYTA -
dopmy @ http: //bit. Ty 2502%Wx Ta nam'aTanTe , WO JAegnadHd nofadyi ZaAS0K 2 NWNHEA .

M1430 pey#0337: bahriamyi__tyhrolowy /05
- HeflBpeXinke Liecnoso MAE AofEToK @ 033h
BHM3Y , No Semni , CNascs mox , noofpocTas |yce| , wo TiAbKM MO®HA

M1431 peus2tix: kandyba_olen _paskowva keramika/ /06

- HENepexigHe LiECcnoso wmaE Jogartok @ 2t3z

U |Hi®KY BWNOEHNEANOCH 3IHW3Y MAWHoW , wob 3pobuTw 171 TAkyow Ta CTadineHiwow , YacTWHHO abo 30BCIM
Tak WO E0HA LICTAEANAa 3HW3Y BWrNR4 CKAEeniHHA

M1432 peugZt4n: kandyba_olen _paskowva keramika/ 06

- Henepexinke ATECA0E0 MAE ACLATOK & ZTS9

~

Mpv AOKNAAHOWY PO3rNALisixos. ( CNeuisneHO poOIGUTHX ) , SKMA 9 MEPeEiE HA COTHAX NDUMIpHUEIE ,
NOKA3&NO0CA ACHD , WO |MOCYAWMHY| EMFOTOBAANOCE HACTYNHWM cnocobowm .

W1433 peuys2tse! kandyba oleh paskowva keramika/ /o7

- Henepexinke ATECA0E0 MAE ACLATOK & ZTST

CNoYaTry BMpoBNAAMCA CTiHKM 11 Bi4 BTHWLA &% A0 HOMM , 3 TO4T EMIOTOEANANOCA NOAATKOEQ |HIXKY
EMAWYHHKY FAKWHY 3 Asox SoKis Tak , wof nocTano AHO TA 4aCcTWHHE 200 NOEHE EMNOBHEHHA H1ERW

Fig. 7. Fragment of the validation results

Table 3
UDPipe test results on plain text

metric baseline fixes fixes+valency

specific test errs/ %acc 75 (50 %) 71 (47.33 %) 66 (44 %)

parts of speech 97.25 97.25 97.27

features 91.48 91.58 91.32

whole tags 90.87 91.03 90.73

lemmas 98.20 98.16 98.24

UAS computed 79.27 80.11 79.82

LAS computed 75.52 76.28 75.93

Legend (for raws): fixes — model trained on fixed Gold TB. Validation rules were utilising valency
dictionary; fixes+valency — valency feature added to the Gold and to the UDPipe's morphological
dictionary, UDPipe was retrained; (for columns): computed = morphotagged by UDPipe; the rest of the
explanations are the same as for Table 1.
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Table 4
UDPipe test results on precomputed (gold) text

metric baseline fixes fixes+valency
features 91.61 91.71 91.32
whole tags 91.00 91.16 90.73
lemmas 98.43 98.40 98.24
UAS 82.10 82.87 79.49
LAS 79.89 80.50 81.90

Legend: precomputed for morphological results (features) and lemmas = pretokenised, for syntactic
results (UAS, LAS) = manually premorphotagged.

The “fixes” column shows the improvement of the test results after bringing some consistency in
annotating wozo, ii, ix in pregerundial position in the Gold standard Treebank. The discrepancies were
caused by using different approaches during the manual annotation that were partly caused by diverging
guidelines in MTE and UD*®.

Adding valency deserves a longer comment, also because for the whole tags and feature sets the results
of the automatic, trained annotation slightly dropped. This is caused by the fact that the transitivity/intransitivity
markers for gerunds (partial valency information), after having been fed to the parser, have become an integral
additional feature in the tag. Even if all other than transitivity features in the tag were guessed correctly, the
failure in one feature means the failure of the whole tag. Therefore, the parser had to guess this marker for all
unknown cases as well, including those not listed in the dictionary, and was evaluated accordingly. Let us also
remember that the markers were projected from the transitivity values of the verbs from which the gerunds were
derived and that there are some naturally explained gaps there.

In many cases the pronoun was mistakenly treated as a separate argument of the preceding verb, so,
transitivity of the gerund did not play any role in the interpretation of the pronoun that it followed. If the
parser had also been aware of valency demands of all other predicates, verbs in the first turn, the situation
might have been different. Some other possible reasons for failures are as follows:

1) The training set was really small as for the needs of machine learning, even though it was good
enough to show where the problems can be expected. We need enough training cases for the parser to
establish the association between transitivity and the role of the pronoun. At the moment it seems that it
relies on the information about particular lemmas rather than on this kind of abstraction.

2) The added training set only included the annotation of the correct pronominal form (DET or
PRON) but all other words in the sentences were left untagged. Hence, other parsing mistakes could
influence the result of the whole parse.

3) The gerundial context itself is often not enough. It is necessary to include into the training set
sentences using the same combination of a pronoun and GLF lexeme where the pronoun has either the
possessive or personal interpretation depending on the wider context.

4) The UDPipe parser is based on statistics, which nowadays already starts looking a bit old-
fashioned. There are strong indications that neural network based parsers will be able to generate models
with better inferring abilities, so that even explicitly fed valency information may be not necessary.
However, no matter how good the learning system is, the quality of the data is crucial, so it is better to
identify the gaps beforehand.

Disambiguation pointers

The semantic role pointers were ordered from relatively clear cases, where the type of the GLF itself
decides whether it can (and need to) take the direct object or not, to more sophisticated ones, with a gradual
expansion of the necessary context. We analysed mainly errors but some correctly parsed samples are used
for better illustration as well.

131t has to be noted that UD’s guidelines were much less consistent at the beginning of the project than they are now.
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Noun markers:

1) There are many frequently used nouns with concrete meaning and no or hardly any connection
with the verb which are erroneously tagged as gerund, e.g. arcusomms ‘life” (stylistically marked), racinns
‘seed’, micyesnaxooacenns ‘placement’, cmamms ‘article’, etc. We could list them in a special dictionary
and tag in some specific way to make them visible for the tagger as different from other GLFs.

2) Plural form can point to nouns, at least we did not find any contradicting examples so far, but this
is still to be proved, e.g. noxeanuna nepwi tioco onosioanns “(she) praised his first short stories’.

3) Coordination of the unlike is a known phenomenon in the natural language but in this case is
rather marginal, so we may most often expect that if one of the conjuncts can be clearly identified as a
gerund or a lexicalisation, then the ambiguous one has the same status. Most of the examples found so far
confirm this thesis. At the same time, primary nouns get coordinated more eagerly — only one case was
found with gerunds’ coordination, the last one from the three listed below. But of course, ambiguous forms
also coordinate and then we need to look for other criteria (see examples for the “left head” below).

Bce i koxanms, nidicni necmowii, nikaysanHs npo Hb020 i ys ii oumsaua epauiusicms - Hegice oye
sce minoku yoasanns? ‘All her love, tender caresses, caring for him and this her childish playfulness - is it
all just a make-believe?’

Axi @020 3aedamnsn i obog'sasku? ‘What are his tasks and responsibilities?
Tycmuna opeaniunoi macu, cynymuix nopio, psoo8oco 8yliiisi, Hnpooykmie IX__30azauyeHHA |
poscopmysanns. ‘Density of organic mass, contiguous rocks, ordinary coal, products of their enrichment
and sorting’.

4) Examples of the left side syntactic head for pronouns in fact happen quite frequently and deserve
more attention, e.g. noszbasumu iozo 3éanna nonxosnuxa ‘to deprive him of the rank of colonel’,
030poecHns ix 3nannamu u yminnamu ‘arming them with knowledge and skills’. The verb on the left
expects the direct object on its right side and it is reasonable to let the parser know about this by providing
valency information for verbs proper, not only GLFs. Of course, if the verb is modal, then it is more
possible that its direct object will be a gerund proper.

Among less stable markers of nouns we can mention attributes (adjectives) of non-predicative
nature and verbs with concrete meanings (also demanding nouns with concrete meanings). Examples are
omitted for the sake of sparing space.

Gerund - Agent markers

GLFs derived from intransitive only verbs (with no reflexive counterparts), such as: existence/being
and their phases; mental processes; social interaction and speech verbs, including independent reflexive
and independent reciprocal verbs, will have a quasi-possessive (Agent) argument. To help the parser
identify them we can provide more training examples and more specific valency information, i.e. using a
dedicated intransitive only tag to differentiate them from lexicalised GLFs (maybe the machine still
“considers” action/process more relevant than argument’s semantic role while learning)

Existence of another dependent of the GLF in the genitive case is a good marker of Agent
interpretation for the pronoun, e.g. sin ne énucyemuvcs 6 1020 po3yminua nopm mopani cycnitbemea ‘he
does not fit into his understanding of the norms of society's morals’. It is in fact stronger than the
semantic type (Patient/Theme of understanding can be ,,human” as well as Agent), the genitive expression
of Patient/Theme is also possible. On the other hand, for concrete nouns the presence of the genitive is not
an obstacle, as the two genitive modifiers belong to different places in the syntactic hierarchy and have
different “supersenses” according to (Blodgett, Schneider 2018), see also example about rank of colonel
above, for which this test does not work.

Direct object can also be already present in another form, e.g. the infinitive, and this also blocks the
possibility of Patient/Theme interpretation for the pronoun, e.g.:

Yrpaina maxooic ne aumaemoscsi 0CMOpoHb Yb0o20 MpeHdy, NONYAapHicms Onocepie ma ix eMIiHHA
OdoHocumu ingopmayiio 0o ayoumopii 3ymoenioe nosgy nosux npoexkmis. ‘UKraine also does not stay away
from this trend, the popularity of bloggers and their ability to communicate information to the audience
leads to the emergence of new projects.’
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Gerund - Patient markers

For some verbs direct objects cannot be dropped, i.e., even without the explicitly expressed direct
object the only possible reading of the genitive is that of Patient. In other words, if Agent is expressed by a
full lexical word in the genitive and no Patient is mentioned at all, the sentence is ungrammatical.

THpuuunu npasonopyuienvb — ye coyianbHi A8Uwa PizHO20 PieHs, Wo NPU36005mb 00 iIX 6UUHEHHA
Ha mMacoeomy, epynosomy ma inousioyansnomy piensx. ‘The causes of offenses are social phenomena of
different levels which lead to their committing at mass, group, and individual levels.’

Tpaduyitinuii nioxio 00 6UPOOHUYMEA, HE3ANEIHCHO GI0 Uy NPOoOVKYii — ye it 6UeOMOBAAHHA |
xoumpons saxocmi... ‘Traditional approach to a product, regardless of product type - is its manufacturing
and quality control ...

In general, if no other pointers are present, nouns are more frequent than gerunds, but this is
certainly not a criterion we are looking for. Nouns’ contexts are too diverse, and even when described, they
may still have several interpretations, which does not allow us to build a robust decision tree. A valency
dictionary for nouns could be a good starting point in this direction.

Anaphora

Anaphora is a costly tool and should be used when other resources are exhausted. Gender and
number markers are often helpful to identify it (although see less standard example below). In most cases
the principle of the closest mentioned entity can be used. Here are some examples which demonstrate this:

Ipupooni kamaxnismu 6ynu, € i 6y0yms, momy 8 ix nepedbauenni wyoa ne 6auy. 'Natural disasters
did, do, and will happen, therefore, I do not see any miracle in their foreseeing.’

Lonodomop ye 310uun npomu YKpaincbkoi Hayii, a omoice 1020 3aNePeveHHs ye NPUHUNICEHHS
2ionocmi 1 nayii maxooc. “The Holodomor is a crime against the Ukrainian nation, and therefore its denial
is the humiliation of dignity of the nation as well.’

— Xumpo nucanu kprouxomeopyi,- epewumi ckasae I pueopit Kanicmpamosuy, mog mo 0yi0 €OuHuM
sucnioom uozo eusuennsn. " The crooked writers wrote cunningly”, — finally said Hryhoriy Kalistratovych,
as if that was the only result of his study.’

... Hiyiamopom ““‘soennux 0in’ y mopeieni 6y6 ypao Yxpainu, axuil nouas it 3anposeadxicennam [1/|B
Ha pociticeki mosapu. ... the "military action” in trade was initiated by the government of Ukraine which
began it by introducing VAT on Russian goods.’

The last example is not trivial. It may be solved by the presence of the explicit object in the genitive
case but it also has an interesting case anaphora, where the plural “military actions” are referred to by the
singular feminine pronoun ii ‘her’ by replacing them on the fly with siiina ‘the war’. This may complicate
anaphora resolution process if it is approached too mechanically.

Cases which remain ambiguous

Filtering off reflexive uses most often is connected with determining the importance and relevance
of Agent, which is a semantic task. Even if Agent is present it may be more important to accentuate that
something happened to the object and then the reflexive form is the basis of GLF derivation. Such cases
remain ambiguous for human annotators as well, their proper interpretation can be provided only by the
authors of the utterances.

Bimaio 6amovxa Tepesenis 3 fozo napooxncennam:) ‘My congrats to the father of Tereveni with
<his|its> birth :)’ (Tereveni, lit. ‘chitter-chatter’ or ‘chat’, is the title of a forum portal; probably
“birthday” was meant instead of “birth”, although the latter use is acceptable in the colloquial language.)

Woro matu BMepna HezaGapom micns ioro Hapomxenms ‘His mother died soon after <his
birth|giving birth to him>.’

In the first case we certainly deal with reflexivisation because a male cannot give birth. (Another
problem is that “birth” can be used metaphorically here and refers to “birth” of the forum in par with
“father of the forum”, but this is beyond our concern at the moment). The last example can have either
interpretation.

Reflexivisation is just one of numerous illustrations of underspecifying in the language. Many other
ambiguous constructions may be resolved with the help of a bigger context and human help. They are
subject to further investigation.
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Concluding remarks and future work

A detailed analysis of the selected pronouns ambiguity problem revealed that many different layers
of language representation are involved and that in the end this is not the simplest problem to start with
when trying to improve the parsing accuracy. However, the choice of the subject matter was dictated by
practical needs, and, when one starts exploring a new area, there is always a risk that the path may be more
complicated than one expected.

In [11] we had defined the principles of consistent annotation of pronouns in one specific, frequently
used construction and corrected the Gold Treebank annotations according to them. In this follow-up
research we have tested the parser’s performance after making it aware of the transitivity status of the
gerund’s derivational basis verb. This experience shows that bringing consistency to data is as much
important as feeding additional information to the parser. Machine learning works according to the
principle “As you sow, so shall you reap” and very often revising the structure of the fed input, better
organisation of the internal logics, helps the machine to grasp the patterns behind the data. This also works
in the opposite direction — if the machine cannot learn the pattern (and the algorithm works well for other
data) one of the reasons may be that the data are not well organised.

No matter who does the tagging task, the machine or the human, they need to have good instructions
in the form of a theoretical description (for humans) or consistently tagged training data in accordance to
the theory (for machines), otherwise failures are going to be propagated in either case. To prepare this
background we need to understand the subject matter profoundly, which basically means that we have to
solve the problem fully at the theoretical level to be able to supervise the machine learning process.
Sufficient training data means that for each potentially ambiguous situation we need to prepare a training
set which will make it possible for the machine to induce the underlying rules. The experience with the
presented research problem also teaches us that quality prevails over quantity, and working with the natural
language is not only (if any) the matter of the big data collection. Corpus gives the researchers an excellent
opportunity to verify, develop, and tune their theories. Bootstrapping with specific case training sets seems
a very promising corpora correction technique.

The directions for future work are outlined in Section 5 and we may continue our investigation by
moving from the “lower hanging fruit” towards the “higher hanging” ones. Besides, we may consider
studying the behaviour of other suffix groups of deverbal nouns, the question of valency patterns
inheritance, impact of the semantic categories of verbs and their lexical and grammatical aspect, creating
bigger and more specific training sets.

And a final remark: while preparing English translations of the Ukrainian examples for this paper we
were using the Google Translate service. The quality of machine translation has recently advanced
significantly and is no longer the subject of users’ jokes but our construction was very often translated with
errors, which means that anaphora resolution, valency patterns, and semantic roles assignment are still
weak points for the artificial intelligence. For us this also means that this study and its possible
continuation, by contributing to the linguistic knowledge in general, can be beneficial for other natural
language processing tasks.

Literature

1. Blodgett, A., Schneider, N. (2018). Semantic Supersenses for English Possessives. Proceedings
of the Eleventh International Conference on Language Resources and Evaluation (LREC 2018), Miyazaki
(Japan).

2. Danielewiczowa M. (2017). Polskie nazwy czynnosci i wytworow czynnosci w wietle walencji
motywujacych je czasownikéw /Polish Action Nominals in the Light of the Valency of the Corresponding
Verbs. Prace Filologiczne, tom LXX, p. 143-157.

3. de Marneffe M.-C., Dozat T., Silveira N., Haverinen K., Ginter F., Nivre J., and Manning Ch.-
D. (2014). Universal Stanford Dependencies: A cross-linguistic typology. LREC.

113



4. Dozat, T., Qi, P., Manning Ch.-D. (2017). Stanford’s Graph-based Neural Dependency Parser at
the CoNLL 2017 Shared Task. Proceedings of the CoNLL 2017 Shared Task: Multilingual Parsing from
Raw Text to Universal Dependencies, Vancouver, Canada, August 3—-4, 2017, p. 20-30.

5. Erjavec T. (2009). MULTEXT-East Morphosyntactic Specifications: Towards Version 4. Proc.
of the MONDILEX Third Open Workshop, Bratislava, Slovakia, 15-16 April, 2009.

6. Kockova, J. (2017). Substantiva mezi slovesem a jménem Substantiva na -ni (-ti) / -uue (-tue) v
gesting a rusting ve svétle paralelniho korpusu. Casopis pro Modern: Filologii 99, C. 1, p. 55-64.

7. Kotsyba N. (2013). Overview of the Ukrainian language resources within the multilingual
European MULTEXT-East project, v. 4. Bicnux Hayionanwrozo ynieepcumemy "Jlvgiscoka nonimexnixa'.
N T70: Inghopmayitini cucmemu ma mepedxci. p. 122-129. http://science.lp.edu.ua/sisn/vol-770-no-2013-1

8. Kotsyba, N. (2014). How light are aspectual meanings?: A study of the relation between light
verbs and lexical aspects in Ukrainian. Robering, K. (ed.) Events, Arguments, and Aspects. Topics in the
Semantics of Verbs. Studies in Language Companion Series, vol. 152, pp. 261-300.

9. Kotsyba N. (2014). Using Polish Wordnet for Predicting Semantic Roles for the Valency
Dictionary of Polish Verbs. Przepiorkowski A., Ogrodniczuk M. (eds) Advances in Natural Language
Processing. NLP 2014. Lecture Notes in Computer Science, vol 8686. Springer International Publishing
Switzerland, p. 202-207. https://link.springer.com/chapter/10.1007/978-3-319-10888-9 21

10. Kotsyba, N., Moskalevskyi, B. (2018). An essential infrastructure of Ukrainian language
resources and its possible applications. SlaviCorp 2018, 24-26 September 2018, Charles University,
Prague, Book of Abstracts. https://slavicorp.ff.cuni.cz/wp-content/uploads/sites/144/2018/09/
SlaviCorp2018_Book_of_Abstracts.pdf

11. Kotsyba, N., Moskalevskyi, B. (2018). Syntactic and morphological ambiguity of the deverbal
nouns’ arguments in Ukrainian and ways of its resolution. Prace Filologiczne, vol. VXXII, Warsaw,
p. 193-210.

12. Levin, B. and Rappaport Hovav M. (2005). Argument realization. Cambridge: Cambridge
University Press.

13. Panevova, J. (2017). Od valence slovesa k valenci substantiv a adjektiv/From Valency of Verbs
to Valency of Nouns and Adjectives. Prace Filologiczne, vol. LXX, Warsaw, p. 59-72.

14. Pazelskaya, A. (2007). Argument structure in Russian deverbal nouns in -nie. Studies in Formal
Slavic Linguistics, ed. Franc Marsi¢ and Rok Zeucer, p. 255-272. Peter Lang.

15. Petrov S., Das D., and McDonald R. (2012). A universal part-of-speech tagset. LREC.

16. Pustejovsky, J. (1995). The Generative Lexicon, MIT Press, Cambridge, MA.

17. Straka M., Haji¢ J., Strakova J. (2016). UDPipe: Trainable Pipeline for Processing CoNLL-U
Files Performing Tokenization, Morphological Analysis, POS Tagging and Parsing. In Proceedings of the
Tenth International Conference on Language Resources and Evaluation (LREC 2016), Portoroz, Slovenia,
May 2016.

18. Zeman, D. (2008). Reusable Tagset Conversion Using Tagset Drivers. LREC.

19. Vykhovanets I., Horodenska K. Theoretical Morphology of Ukrainian Language: Academic
Grammar of Ukr. Lang. Kyiv: Pulsary, 2004. [Ukrainian]

20. Kobozeva .M. About Possessivity in Russian: Possessive Predicates and the Genitive. Acta
Linguistica Petropolitana. Scientific Papers of Institute for Linguistic Research RAS. T. XI. P. 1.
Categories of Noun and Verb in the System of Functional Grammar. Nauka, S. Petersburg, p. 249-271,
2015. [Russian]

21. Kurylo, O. Considerations about the Modern Ukrainian Literary Language. Solomiya
Pavlychko’s Publishing House “Osnovy”, Kyiv, 2004 (reprint from Knyhospilka, 1925). [Ukrainian]

22. Pazelskaya A. G., Tatevosov S. G., The Deverbal Noun and the Structure of the Russian Verb.
V. A. Plungian, S. G. Tatevosov (ed.), Research on Verbal Derivation. Languages of the Slavic Culture.
Moscow, p. 348-380, 2008. [Russian]

114



23. Pchelintseva, J. E. The Grammatical Status and Aspectuality of Deverbal Nouns of Action in
Ukrainian (on the background of Russian and Polish). Izvestiya VGPU. Philological Studies. Volgograd,
2015. [Russian]

24. Syniavskyi O. N. The Norms of the Ukrainian Literary Language. Ukrainian Publisher, 2nd
edition, Lviv, 1941. [Ukrainian]

25. Syntactic corpus search interface. Retrieved March 19, 2019, from http://www.mova.info/
syntaxis_search.aspx. [Ukrainian]

26. SUM - Dictionary of Ukrainian language in 11 volumes. ,,Naukova Dumka”, Kyiv, 1970-1980.
Digital version of SUM. Retrieved March 19, 2019, from http://sum.in.ua/. [Ukrainian]

27. IU Gold - Syntactic Corpus of the Ukrainian Language (Gold Standard Treebank of
Ukrainian). Institute for Ukrainian, NGO, 2018. Retrieved March 19, 2019, from https://mova.institute
[Ukrainian]

115



