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Data mining (DM) is one of the most valuable technologies 
enable to identify unknown patterns and make Internet of 
Things (IoT) smarter. The current survey focuses on IoT data 
and knowledge discovery processes for IoT. In this paper, we 
present a systematic review of various DM  models and dis-
cuss the DM techniques applicable to different IoT data. Some 
data specific features were analyzed, and algorithms for 
knowledge discovery in IoT data were considered. Challenges 
and opportunities for mining multimodal, heterogeneous, 
noisy, incomplete, unbalanced and biased data as well as 
massive datasets in IoT are also discussed.  
Keywords: Data Mining, Internet of Things, IoT, Knowledge 
Discovery in Database, KDD, massive data set 

Introduction.  IoT applications generate more 
than 2.5 quintillion data bytes daily [1]. To convert this 
data into knowledge, data mining systems are 
increasingly in demand. Data mining (DM) enables to 
find and discover novel, interesting, and useful patterns 
from large data sets and generate new knowledge from 
information obtained from IoT devices. However, basic 
data mining algorithms and technologies are not quite 
sufficient for IoT framework. So, it becomes a great 
challenge to collect, analyze and manage IoT data as 
well as to generate and update data mining algorithms 
for IoT purposes. In this paper, we discuss some DM 
approaches applicable for IoT data. An important aspect 
of DM of the IoT-based system is the effective structure 
of the system, which should take into account security, 
data privacy, data sharing mechanisms, scalability, etc. 
Such a DM system for IoT includes data acquisition de-
vices, raw data properties, extraction levels, processing, 
data analysis, it is necessary to take into account the 
properties of the IoT devices when planning DM for IoT 
[5]. Technically, every IoT thing can create data, but 
technical issues and challenges on how to handle this 
data and how to obtain useful information have still 
emerged.  

The general purpose of any DM process is to build 
a best predictive or descriptive model of a large amount 
of data that not only fits or explains it but is also able to 
generalize to new data [3, 4]. It is assumed that the con-

cept of DM for IoT will stimulate business models for 
IoT. Based on a broad understanding of DM functionali-
ty, data mining is the process of finding interesting 
knowledge from large amounts of data stored in any da-
tabase, data repositories, or other data repositories. 

Data mining techniques for IoT based applications 
has been widely presented in literature for different de-
cision tasks, such as supervised and unsupervised learn-
ing for IoT applications [5, 14, 32], frequent pattern 
recognition and association analysis [4, 19, 21], massive 
IoT data mining [22, 24], stream data mining [36], etc.  

The detailed surveys on the approaches, tools and 
techniques employed in existing for IoT data mining can 
be found in [2, 23]. Practical approaches in massive data 
processing for IoT applications are present in [31, 32, 
33] for parallel and distributed data processing.

This survey focuses on IoT data and knowledge 
discovery processes for IoT. Our main contribution in 
this paper is that we targeted on data specific features 
and selected some well-known algorithms best suited 
for knowledge discovery in different IoT applications. 

1. IoT data characters
IoT devices and sensors have two general limita-

tions that must be considered when designing and plan-
ning the operation of IoT data mining systems: 

- Limited energy resource device. 
- Limited device memory. 
The instability of the network connection and 

availability of the thing due to the unpredictable mobili-
ty of devices, different battery discharge rates, equip-
ment failures and lack of a priori knowledge of the 
hardware and software characteristics of devices [6-8].  

The power source must match the data, i.e. be suf-
ficient for IoT computations. Storing information leads 
to the expenditure of battery energy. The solution to this 
problem is provided by storing and performing compu-
tational operations using remote IoT computing re-
sources, such as a server and / or cloud. So far as IoT 
systems create a huge amount of dynamic data, analysis 
and extracting useful information from this data with 
DM can facilitate the automation of intelligent decision 
making. 
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IoT data can be: 
- multimodal and heterogeneous; 
- noisy and incomplete; 
- unbalanced and biased; 
- dependent on time and location; 
- dynamic, different data quality; 
- almost always require real-time analysis. 
Given that IoT data is the basis for extracting 

knowledge, it is important to have high quality infor-
mation. This condition can directly affect the accuracy 
of knowledge extraction.  

Figure 1 shows an overall level for transformation 
of data and depicts a level of services where big DM for 
IoT is applicable.  

 

 

Fig. 1. Big data mining based on IoT (Adapted from [2]) 

2. Basic idea of using data mining for IoT 
One of the most important questions that 

knowledge discovery in databases (KDD) and data min-
ing technology can solve is how to transform the data 
generated or captured by IoT into knowledge that serve 
to the environment and people.  

The main characteristics of the source data of IoT-
based system are the following [2]: 

1. They are really big data. 
2. Heterogeneity of the sources being combined 

and the types of data: the data of the IoT-based system 
may include several data sources, for example, data 
from sensors, historical data, which may also have dif-
ferent formats: numerical, categorical, textual, binary, 
etc. 

3. The complexity of recoverable knowledge: due 
to heterogeneity and a large amount of data when ex-
tracting knowledge, it is necessary to analyze their 
properties and the interrelation of various data sources. 
These characteristics require special attention in the 
process of DM of the IoT-based system for obtaining an 
effective and high-quality result.  

In the process of extracting useful knowledge, 

there are the following issues. 
1. Data extraction: data can be combined from var-

ious sources, they are diverse and heterogeneous, and 
noisy. 

2. Uncertainty and incompleteness of data: com-
pliance with data security and confidentiality causes un-
certainty and incompleteness of data in the extraction of 
useful knowledge. 

To solve these problems, approaches and method-
ologies are being developed that try to minimize their 
consequences. Tracking and detection of data errors, 
preprocessing filtering, and data reduction mechanisms 
are used. To combine data from several sources, parallel 
programming models are used, for which classical ap-
proaches to DM are adapted. 

 The selection of models depends on the area of 
IoT in which they are applied. For example, in ecology: 
pollution prediction, anomaly detection, prediction and 
interpolation of missing events are common. In medi-
cine, traditional models used to predict a patient’s con-
ditions can include his history, clinical data as input 
along with real-time status monitoring data. It is also 
important to consider that IoT includes temporary and 
massive data.  

The merging of data or data fusion is associated 
with combining data from different sources so that the 
information obtained has less uncertainty than would be 
possible when these sources were used individually. The 
term “reducing uncertainty” in this case may mean more 
accurate, more complete or more reliable, or refer to the 
result of an emerging presentation based on combined 
information.  

The DM process for IoT is similar to the base one, 
but there are some big differences. The process of ex-
tracting useful patterns from raw data is known as 
Knowledge discovery in databases (KDD). It is illus-
trated in Fig. 2.  

The KDD process takes raw data as input and pro-
vides statistically significant patterns found in the data 
(i.e., knowledge) as output. From the raw data, a subset 
is selected for processing and is denoted as target data. 
Target data is preprocessed to make it ready for analysis 
using DM algorithm. Data mining is then performed on 
the preprocessed (and transformed) data to extract inter-
esting patterns. The patterns are evaluated to ensure 
their validity and soundness and interpreted to provide 
insights into the data.  

 

 

Fig. 2. Traditional KDD process 
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Fig. 3. KDD process for IoT data  

Based on the DM and IoT overview, the data min-
ing in IoT process is as follows (see Fig. 3): DM for IoT 
begins with the first step of capturing data generated 
from IoT devices which includes: Sensor networks, Ac-
tuators, Wireless Sensor Network (WSN), Wireless 
Sensor and Actuator Network (WSAN), Radio Frequen-
cy Identification (RFID) Tags, Cameras, GPS etc. 

To store and analyze such large amount of data, 
data warehouses are used where data preprocessing 
(cleaning the data (removing noisy, inconsistent and in-
complete data), vectorization the data), data transform-
ing which includes converting the data into the forms 
appropriate for data analyzing, and data reducing are 
performed.  

Next step is selecting an appropriate DM method-
ology for converting the preprocessed data into 
knowledge.  

KDD, when applied to IoT, will convert the data 
collected by IoT into useful information that can then be 
converted into knowledge. 

In many cases, only small scale data from IoT sys-
tems can be mined. Therefore, it is a big challenge to 
implement existing DM techniques to a large scale IoT 
distributed systems [9].  

3. Applying data mining algorithms for IoT da-
ta  

To determine which algorithm to use for a particu-
lar task, we need to first define the task and aim of anal-
ysis. Some of tasks include finding unusual data points, 
predicting values or categories, structures discovery, 
feature extraction and more.  

Table  shows some examples of using data mining 
algorithms for IoT data [10, 11].  

3.1. Classification for IoT  
Classification is an important technique in DM that 

assigns items in a collection of target categories or clas-
ses. Classifying the data sets into different categories 
enables to understand the data more easy. There are two 
big categories of classification, they are supervised and 
unsupervised learning that are widely used in IoT data 
mining [12]. The goal of supervised learning is to pre-
dict the corresponding output vector  for a  given  input  

Table  
Application of DM algorithms for IoT data 

DM algorithm Goal Data Source 
Classification Device recognition 

Traffic event detection 
 
Parking lot manage-
ment 
Inhabitant action 
prediction 
 
Inhabitant action 
prediction 
Inhabitant action pre-
diction 
Physiology signal anal-
ysis 

RFID 
GPS, smart phone, 
and vehicle sensor 
Passive infrared 
sensor 
RFID, sensor, video 
camera, micro-
phone, wearable 
kinematic sensor, 
and so on 
Video camera 
Microphone 
Wireless ECG sen-
sor 

Clustering Network performance 
enhancement 
Inhabitant action pre-
diction 
Provisioning of the 
needed services 
Housekeeping 
Managing the plant 
zones 
Relationship in a social 
network 

Wireless sensor 
 
X10 lamp and home 
application 
Raw location track-
ing data 
Vacuum sensor 
GPS and sensor for 
agriculture 
RFID, smart phone, 
PDA, and so on 

Frequent Pat-
tern 

RFID tag management 
Spatial colocation pat-
tern analysis 
Purchase behavior 
analysis 
Inhabitant action pre-
diction 

RFID 
GPS and sensor 
 
RFID and sensor 
RFID and sensor 

Anomaly De-
tection 
 

Smart Traffic 
 
Smart Environment 
 
Traffic Prediction  
 
Finding Anomalies in 
Power Dataset 

GPS, smart phone, 
and vehicle sensor 
Wireless sensor, 
smart phone 
GPS, smart phone, 
and vehicle sensor 
RFID, wireless sen-
sor 

Hybrid Inhabitant action pre-
diction 

RFID and sensor 
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vector. Tasks in which the output label value is discrete 
are known as classification problems. Classification as-
sumes some prior knowledge to guide the partitioning 
process to construct a set of classifiers to represent the 
possible distribution of patterns. 

Generally, the classification task can be defined as 
follows: for given a set of labeled data L and a set of un-
labeled data NL, we need to find a classifier or set of 
classifiers (i.e., the hyperline or prediction function) for 
NL using the set of labeled data L. 

The use of classification methods is a solution to 
the problem of uncertainty and incompleteness of IoT 
data. In this context, the use of DM always includes 
solving two related tasks: defining regular links between 
data elements and using these patterns to solve classifi-
cation problems: predicting the values of some elements 
from known values of other elements.  

There are a vast number of classification methods, 
they also includes decision tree learning, naїve Bayes 
classifier, k-nearest neighbor classifier, classification 
with neural network and regression methods such as lin-
ear regression and logistic regression, etc.  

3.2 Clustering for IoT  
One of the main goals of unsupervised learning is 

the process of identifying similar cluster patterns in the 
input data, called clustering [12]. In addition, the goal of 
DM may be to open a useful internal representation for 
the input data by preprocessing the original input varia-
ble, to transfer it to a new space of variables [13].  

One of the most important parameter that needs to 
be determined during the clustering is a measure of sim-
ilarity (or dissimilarity) between individual objects that 
are clustered [15]. One of the criteria to measure the 
similarity between two vectors x1 and x2 in d-
dimensional space is the Euclidean distance 
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Many clustering algorithms have been developed 

for data analysis, which can be grouped into the follow-
ing main categories: Partitioning-based clustering; Hier-
archical clustering; Grid-based clustering; and Density-
based (DB) clustering algorithms. It should be men-
tioned that characteristics of data streams do not allow 
the use of traditional DB clustering. Recently, many DB 
clustering algorithms have been extended tailored to da-
ta streams. The main idea of these algorithms is to use 
the DB method in the clustering process and at the same 
time overcome the limitations that are determined by the 
nature of the data flow. There are two broad groups of 
DB clustering algorithms called density micro-
clustering and density grid-based clustering algorithms. 

Clustering helps to solve the following IoT data 
analysis tasks: 

‐ Processing of data of high dimension. Often 
complex concepts of the real world are accompanied by 

a large number of functions. This strengthens the as-
sessment tool (for example, a classifier) to deal with a 
large number of functions for learning and in order to be 
able to generalize afterwards. Inside these functions it is 
often either redundant or irrelevant, and their use usual-
ly affects the complexity and the need for computational 
resources. 

‐ Cluster heterogeneity. Distance-based cluster-
ing algorithms tend to find spherical clusters with the 
same size and density. Clustering algorithms that can 
detect clusters of arbitrary shape, size, density, and data 
coverage help to gain a deeper understanding of the var-
ious correlations between functions, which, in turn, can 
greatly facilitate the decision-making process. 

‐ Interpretable results. The high dimension of the 
data space is cumbersome for rendering methods. 

Clustering is also widely used to handle streaming 
data [14].  

3.3. Frequent Pattern Mining for IoT 
Recently, much attention has been paid to new 

promising methods for extracting interesting knowledge 
from data from the IoT-based system. DM algorithms 
that have low computational complexity are being de-
veloped [16-18]. The processes of forming frequently 
occurring patterns, creating association rules are compu-
tationally simple in this respect and are often used as 
methods for finding interesting knowledge. 

The disadvantage of this analysis is the detection 
of patterns, rules that do not contain meaningful infor-
mation. 

Since IoT-based systems generate large amounts of 
data, it is necessary to use appropriate measures of sig-
nificance, which have a strong correlation between the 
data, to search for frequently occurring patterns, associ-
ations.  

The basic prerequisites of the model for the effec-
tive detection of commonly occurring patterns in IoT 
data are [19]: 

1. Determination of the relevant significance pa-
rameters for the detection of patterns that meet the 
downward closure property; when all subsets of the fre-
quent set of features are frequent, to reduce the search 
space. 

2. Compactness of the structure of the model, ob-
tained by using the distributed and parallel methods of 
DM. 

3. Adaptability of the model structure for effective 
analysis of the latest relevant information and extraction 
of relevant patterns in the data. To fulfill this condition, 
the optimal size of the data window is determined, 
which helps to avoid the rapid obsolescence of infor-
mation. 

The dimension of the rule space depends on the 
minimum threshold of parameters defining the signifi-
cance of the rules. If the minimum threshold is set high, 
then we can extract valuable knowledge. On the other 
hand, at a low minimum threshold of the rule signifi-
cance parameter, an extremely large number of associa-
tion rules are generated, most of which are non-
informative. In this case, the actual correlation in the da-
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ta is hidden among a huge number of insignificant rules 
[20]. 

Frequent pattern mining (FPM) in some domain 
often involve real challenges arise from their nature and 
the field of application. Frequent pattern and associa-
tions rules involve many items that hard to interpret and 
generate a lot of outcomes. In many cases, the obtained 
association rules can either be too obvious, or contradict 
a priori knowledge, or contain redundant information. 
The task of FPM and mining association rules is to gen-
erate minimal set of rules providing complete coverage 
of outcomes with objective parameters, such as support 
and confidence greater or equal than some pre-specified 
thresholds of minimum support and minimum confi-
dence, respectively. FPM process includes several steps.  

Data transformation into the nominal scale is 
among the first steps in FPM. The transformation pro-
cess realizes different goals depending on the approach. 
In a normative-oriented approach, the reduction of indi-
cators makes it possible to determine the value of a var-
iable with respect to certain generally accepted norms, 
or to compare the results, giving a definition of the val-
ue of a variable with respect to the other values. 

When the criterion-oriented approach is given, the 
value shows the percentage of compliance with the val-
ue of the variable to a specific criterion. 

Next stage is sorting the rules according to the 
class and reducing the number of rules by the elevator 
parameter as follows. 

Step 1: set formation L1 of one-item sets c1, that of-
ten meet and determine their support; 

Step 2: set formation Lk k-item sets, that often 
meet. Each member of the set has a set of ordered (ij < 
iv, if  j<v) itemes F and he support value of the set suppF 

> suppmin: 
 

      1 1 2 2, , , ,..., ,k q qL F supp F supp F supp , (2) 

 

where  1 2, ,...,j kF i i i . 

The definition from the set Lk of k-item sets, corre-
sponding to a certain minimum threshold value of sup-
port. 

Step 3: based on the specific sets of element sets 
from step 2, the formation of the set Ck rules k-item sets 
is potentially often encountered. Each member of the set 
has a set of ordered (ij < iv, if  j<v) itemes F and a sup-
port value of the set of supp. 

Formation of a set k-item sets into frequent sets. 
According to this, the integration into k-item rules of (k-
1)-item sets, s carried out, often encountered. Each rule 

kR C  is formed by adding v to an (k-1)-item set v, 

that frequently occurring item with another (k-1)-item 
set q, that frequently occurring. 

Step 4: reduction of all uninteresting rules using 
measures of determining the interestingness of rules. 

3.4.  Association analysis  
The results of DM are certain patterns and trends 

whereby we have to find out the interesting patterns best 

suit to our needs. However, after applying the some DM 
methodologies for IoT environments, a large number of 
patterns are evaluated. Many of these patterns are non 
informative and that is why not interesting for further 
analysis. Patterns become interesting when they are un-
known till yet and not expected. With this purpose, as-
sociative analysis can be used.  

The goal of associative data analysis is to identify 
associations between input and output data, identify the 
most specific factors for the qualitative separation of 
variables into classes, and quantitatively describe the re-
lationship between these events. When defining associa-
tions in the data, a large number of rules are usually ob-
tained. To determine their information value, it is neces-
sary to use methods to reduce their number and deter-
mine from them potentially interesting ones.  

In general case, association analysis algorithms 
generate a huge number of items and can produce up to 
hundreds of association rules. An association rule is an 
implication expression  

 
R : X→Y, 

 
where X denoted antecedent and Y denotes consequent 
X Y  . Both X and Y are considered as a set of 

conjuncts of the form 1 2с ,с  ..., сk . The strength of the 

association rule is measured in terms of its support (s), 
confidence  and interestingness. 

For pair of rule-candidates, binary variables R1 and 
R2 the lift is equivalent to interest factor, which is de-
fined as follows:  

 

1 2
1 2

1 2

s(R , R )
I(R , R ) .

s(R ) s(R )


  
(3) 

 
The measure of interestingness in this case can be 

interpreted as follows: 
  

1 2

I
1 2 1 2

1 2

1, if R and R are independent,

I (R , R ) 1, if R and R are positively correlated,

1, if R and R are negatively correlated.





(4) 

 
In order to increase the information importance of 

rules, it is necessary to reduce their number and focus 
on potentially interesting ones. Further exploration of 
interestingness leads us to discovering different subjec-
tive and probabilistic measures of interestingness. To 
determine the interestingness of the rule, various proba-
bilistic measures are used: support, confidence, Good-
man-Kraskal, Pyatetsky-Shapiro, Laplace, etc. In the 
present study, for reducing number of rules we applied 
three level technique proposed in [21] beginning with 
detection of deviations in data, then testing of differ-
ences among adjusted attributes and finally, quantifying 
the interestingness of association rules.  

1. Detecting deviations in data is performed as fol-
lows.  

The every conjunct сj from association rule set is 
represented in the form <А = V>, where A is an item 
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name (attribute), Dom (A) is the domain of A, and I 
(value)Dom (A).  Degree of deviation is defined as 
deviation between two conjuncts jΔ(с ,с )i  and is calcu-

lated on the basis of the comparison between the items 
of the two conjuncts. For conjuncts ci, cj deviation of ci 
with respect to cj is defined as a Boolean function as fol-
lows: 

 

i j i j

i j
i j i j

0, if A A and V V ,
(c , c )

1, if A A and V V .

       

(5) 

 
2. The differences among adjusted attributes can 

be calculated using the following formula: 

i 1 j 2

1 2 i 1 j 2 i j

1 2 i 1 j 2 i j

i j
c R ,c R

1

0, if R R c R , c R , that (c , c ) 0,

d(R , R ) 1 c R , c R , that (c , c ) 1,

min (c , c )

, othervise,
R

 



       
      








(6) 
 

where 1R  and 2R  are considered as two sets of con-

juncts ci and cj.  

Parameter value d  = 0 indicates that 1R  and 2R  

are identical, d  = 1 indicates the maximum deviation 

between rule sets, and the other d  values between 0 and 
1 are defined as a transient deviation. 

3. Quantifying the interestingness of association 
rules 

Let R1 : X1→Y1 and R2 : X2→Y2 be two associa-
tion rules, then interestingness of a rule R1 with respect 
to the rule R2 is calculated as follows: 

 

 
 

1 2 1 2

1 2 1 2 1 2 1 2S RII
1 2

1 2 1 2 1 2 1 2
S R

1 2 1 2

0, if d(X , X ) 0 and d(Y , Y ) 0,

min d(X , X ) d(Y , Y ) / 2, if d(X , X ) d(Y , Y ),
I (R , R )

d(X , X ) min d(Y , Y ) / 2, if d(X , X ) d(Y , Y ),

1, if d(X , X ) 1 and d(Y , Y ) 1.





  

   
  

  

(7) 
 

According to formula (7), III = 0 indicates that R1 

and R2 are identical, III = 1 denotes maximum deviation 
between R1 and R2. Other cases indicate different devia-
tions in the interestingness of association rules. To se-
lect interesting rules the user should specify the thresh-
old of their interestingness. The anti-monotone property 
based on the threshold of the measure of interest can be 
applied to reduce the dimension of the resulting rule set. 
The anti-monotone property is that the measure of the 
interest of any set of elements should not exceed the 
minimal measure of interest of any of its subsets. This 
property greatly facilitates the mining rules. 

4. Mining of Massive Datasets 
IoT systems include multiple heterogeneous net-

worked embedded devices that generate massive 
amounts of data. Massive Data IoT leads to different is-

sues in processing and DM [22]. Figure 4 presents the 
main challenges associated with processing and mining 
massive data sets. The large amount of data, the high 
transfer rate and the variety of properties of large IoT 
data necessitate a new requirement for intelligent analy-
sis of such data and the diversity in data sources is also 
a problem [23]. 

 

Data
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Complexity
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Data Type  

Fig. 4. Data mining issues in IoT 

In addition, compared to small data sets, massive 
data sets contain more anomalies and ambiguities that 
require additional preprocessing steps [24]. Another 
problem is to extract accurate and useful information 
from large volumes of diverse data.  

In accordance to [25], the massive data are gener-
ally collected from different heterogeneous sources 
(e.g., video cameras, sensors, RFID, other IoT devices, 
people, etc.) providing heterogeneous sensing data (e.g., 
text, video, sound). In this context, heterogeneous data 
processing (e.g., fusion, classification) brings new chal-
lenges and open new possibilities for systems. Obvious-
ly, these random variables from heterogeneous sensors 
have different probability distributions.  

Define zn as the data from the n-th sensor and 

  1
Z:


 N

n n
z  as the heterogeneous data set, the margins 

  1

N

n n
z are generally differently or heterogeneously dis-

tributed.  
In many IoT applications, datasets are often mod-

eled as multi-sensor data fusion, distribution estimation 
or distributed detection. For detection, this tasks joint 
probability density function (Z)f  of the heterogeneous 

data set Z is needed to get from the marginal probability 

density function   1
( ) 

N

n
f z .  

In these cases, one often uses simple models such 
as the product model or multivariate Gaussian model, 
which lead to suboptimal solutions [26]. Other ap-
proaches are based on copula theory, to tackle heteroge-
neous data processing in IoT. In copula theory, it is the 
copulas function that couples’ multivariate joint distri-
butions to their marginal distribution functions, mainly 
thanks to the Sklar theorem. 

Sklar’ theorem can be present as follow. Let F be 
an N-dimensional cumulative distribution function with 
continuous marginal probability density function F1, F2, 
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..., FN. Then there is a unique copulas function C such 
that for all z1, z2, ..., zN  in [−∞, +∞]  

 

1 2 1 1 2 2( , , ..., ) ( ( ), ( ), ..., ( ))N N NF z z z C F z F z F z
 

(8)

                
Next, the probability density function can be ob-

tained by the N-order derivative of (8) 
 

1 2

1 2 1 1 2 2

1 2 1 1 2 2

( , ,..., ) ( ( ), ( ),..., ( ))
, ,...,

                       ( , ,..., ) ( ( ), ( ),..., ( ))
N

N

N N N
z z z

p N N N

f z z z C F z F z F z

f z z z c F z F z F z



  



 
(9) 

 
where 1 2( , , ..., )Nf z z z is the product of the marginal 

probability density function   1
( ) 

N

n
f z  and c(·) is the 

copula density weights the product distribution appro-
priately to incorporate dependence between the random 
variables. The technique on the selection of proper cop-
ula functions is presented in [27]. 

4.1. CRISP-DM methodology for IoT domain 
CRISP-DM (Cross Industry Standard Process for 

Data Mining) is an interdisciplinary data mining stand-
ard [28]. CRISP-DM uses six steps for data mining. 

 1. Understanding the business - involves under-
standing how the goals and requirements of the project 
are related to the business goals, formulating the prob-
lem of DM based on this understanding. 

2. Understanding data - includes the initial stages 
of collecting and analyzing data to obtain initial infor-
mation about their properties, determining the quality of 
data, identifying preliminary patterns and forming hy-
potheses. 

3. Data preparation - includes the definition and 
execution of all actions that convert the raw data into 
the final data set. The stage includes the selection of ta-
bles, observations, variables, as well as conversion and 
data cleansing that are compatible with the modeling 
methods used. 

4. Modeling - selection, application, optimization 
of modeling methods. 

5. Evaluation - the constructed models are tested 
and, using selected criteria, their effectiveness is evalu-
ated. 

6. Deployment - includes the organization and 
presentation of knowledge generated by the model in an 
easily interpretable form for the end user. 

Consider the steps of CRISP-DM in the context of 
the IoT in accordance with Data Science for IoT - The 
Problem Solving Methodology. In the context of IoT, 
solving a problem means solving the original problem 
and providing incremental feedback. 

The preparation stage, unlike the standard process, 
must take into account the diversity of data sources and 
the architecture of IoT systems. 

Proceeding from this, at this stage the following 
processes are distinguished, which should be carried out 
iteratively: 

- definition of data requirements; 
- IoT architecture design; 
- collection, cleaning, intelligence data analysis; 
- continuous improvement. 
The determination of the necessary data is carried 

out taking into account the scope of IoT usage. This 
could be IoT for health and healthcare, smart homes and 
cities, smart transportation, industrial, energy systems, 
etc. 

When designing architecture, it is necessary to take 
into account the technology of IoT systems, which in-
cludes sensors, networks and analytical tools. 

There are several factors that influence the choice 
of components when solving a specific problem. The 
choice is determined by the accuracy and reliability, 
availability and security, data transfer speed, energy ef-
ficiency. 

The selected constituent elements will determine 
some characteristics of the data and, accordingly, ana-
lytical tools. 

This is followed by the collection, purification and 
intelligence analysis of available data. This process is 
typical of CRISP-DM technology and allows you to iso-
late additional information based on the available data, 
for example, incorrect, inappropriate operation of one of 
the network devices, problems with receiving, transmit-
ting data. This information is used to refine the IoT ar-
chitecture until an optimal solution is reached. 

The modeling stage is the stage of building a mod-
el, evaluating its effectiveness and the quality of solving 
the problem. The stage includes the following process-
es: 

- model design to solve a specific problem; 
- model evaluation; 
- model and architecture deployment. 
As in the preparation stage, these processes should 

be carried out iteratively, until the optimal parameters of 
the model are reached. 

Evaluation of the model is carried out using classi-
cal statistical methods and parameters. Also, it should 
be evaluated in terms of solving the problem. If the 
model does not improve the basic state of the problem, 
then iteration of all stages is necessary, starting from the 
preparation stage. Since some assumptions about the da-
ta could be erroneous. 

After obtaining an optimal assessment of the mod-
el, the architecture and model are deployed. 

All the above steps in the context of IoT require 
continuous improvement. This is due to the rapidly 
evolving nature of IoT technology, Data Mining meth-
ods. Also, this is due to the problem being solved, 
which can also change and, therefore, the models used 
are changed to correct it. The continuous improvement 
phase includes the following iterative processes: 

‐ feedback and understanding; 
‐ specification of the IoT architecture; 
‐ refinement model; 
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‐ deployment of a new model and architecture. 
Also, depending on the context, there are several 

elements that can stimulate the improvement of IoT, for 
example, such as: 

‐ change in performance of the current architec-
ture and model; 

‐ additional user needs; 
‐ the emergence of new tools, methods, algo-

rithms that can help solve the problem in a cheaper or 
faster way; 

‐ the emergence of new data streams. 
As it was mentioned above, IoT-based systems 

generate large amounts of data. Often, they are present-
ed in the form of time series, analyzed in real time, 
which determines the methods of intellectual analysis at 
the modeling stage. The main task of time series analy-
sis is the detection of anomalies. For this, the classical 
classification models used to detect anomalies are most 
often used. However, new approaches are being devel-
oped, which show good results for analyzing streaming 
data by fusion data from several sources. 

4.2. Map reduce 
In IoT applications, mass data processing such as 

MapReduce is constructed for parallel and distributed 
data processing [29]. Querying and reasoning for data 
can be adapted to large data is a more flexible approach. 

One of the most popular parallel processing meth-
ods in cloud platform is MapReduce [30] and its open 
source implementation Hadoop for cloud-based parallel 
or distributed data processing. For the parallelization, 
scalability, load balancing, and fault-tolerance is 
MapReduce is widely used in cloud platforms for query 
processing for data analysis. 

The MapReduce disadvantage does not directly 
support more complex operations such as fusion. More 
research on high-level, declarative management of 
complex data such as RDF is required for massively 
parallel processing of IoT data in the cloud. 

1) Parallel processing methods for complex opera-
tions: a processing framework is used for massive data 
processing, incremental calculation, and iterative pro-
cessing. The framework is implicitly used to synchro-
nize the parallel programs execution without any user 
specification for events and trigger reactions to process 
the data. The Selective Embedded Just-InTime Speciali-
zation (SEJITS) [31] executes complex analytic queries 
on massive semantic graphs in big-data analytics. 

2) Parallel processing methods for semi-structural 
data: for the RDF data processing task, effectiveness 
and tunable data partitioning framework SPA [32], that 
use at distributing processing of big RDF data, is pre-
sented to fast processing support of different size as 
well as complexity. A MapReduce framework is de-
signed to carry out SPARQL query processing. Thus, 
RDFS reasoning can be involved in deductive databases 
and thus recursive query processing techniques are im-
plemented. 

3) Parallel processing methods for data stream: the 
stream data that push up to cloud storage and the pro-

cessing algorithm is tasked with data without explicitly 
storing it. 

The disadvantage of parallel frameworks in the 
cloud such as MapReduce and its variations is an unable 
to support complex parallel processing effectiveness. 
Basic algorithms of the sequential pattern may raise the 
scalability challenge when dealing with large data. 

For problems decision of optimizing parallel data 
mining, a heuristic cloud bursting algorithm, Maximally 
Overlapped Bin packing driven Bursting (MOBB), is 
developed. It considers the time overlap to improve data 
mining parallelization. The authors  [33] present Ripple, 
a middleware that is built on iterated MapReduce for 
distributed data analytics with the support of different 
styles of analytics in the same platform and on the same 
data. 

Mainly, distributed processing in cloud environ-
ment is based on MapReduce. It can be carrying out, af-
ter the expansion of different type (structured, semi-
structured and unstructured) data. However, on consid-
eration of some MapReduce disadvantages, such as high 
communication cost, unneeded processing and lack of 
interaction ability in real-time processing, the methods 
of high-performance distributed data processing without 
MapReduce are required in some application related to 
complex processing. 

In large IoT data environment, data can be defined 
by types, state and analysis tasks. Parallel and particle 
data processing framework is needed to enable the exe-
cution MapReduce pattern in dynamic cloud infrastruc-
tures, in contrast with centralized master server imple-
mentations. These re-build and execution data mining 
algorithm are not applicable for big data analysis sys-
tem. Despite its evident merits such as scalability, fault-
tolerance, ease programming, and flexibility, MapRe-
duce has limitation in interactive or real-time processing 
on handling IoT data processing and is not a uniform 
decision for every large-scale analytical task. Its high 
communication cost and redundant processing is an IoT 
application problems. 

Conclusion  
The DM technique is top-of-the-agenda in the IoT 

concept that arises from the need to manage and analyze 
big sensors data. With that, DM algorithm selection for 
IoT is not a huge challenge itself, it mainly depends on 
the task and also the type of data that we are dealing 
with. Instead, many other issues should be resolved, 
they are cleaning the data; transforming all data in a uni-
fied format; struggling with missing values and/or re-
ducing massive data sets; understanding the informa-
tional content of the data or data interestingness  rate; 
establishing whether the data is sufficient to the purpose 
of DM or not.  

The using of DM techniques for IoT are directs to 
map reduce, finding similar items. It helps to develop, 
control and monitor the IoT-based application in differ-
ent areas.  
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Критська Я.О., Білобородова Т.О., Скарга-
Бандурова І.С. Інтелектуальний аналіз даних для ІoT 
аналітики 

Інтелектуальний аналіз даних є однією з найбільш 
цінних технологій, що дозволяють виявляти невідомі ша-
блони і підвищувати ефективність технології Інтернет 
речей (IoT). Поточне дослідження присвячене процесам 
виявлення даних і знань для IoT. У цій статті ми пред-
ставляємо систематичний огляд різних моделей інтелек-
туального аналізу даних і обговорюємо методи, що за-
стосовуються для різних даних IoT. Проаналізовано деякі 
специфічні особливості даних і розглянуті алгоритми ви-
явлення знань для даних IoT. Обговорюються проблеми і 
можливості для видобутку мультимодальних, гетероген-
них, зашумленних, неповних і незбалансованих даних, а 
також масивних наборів даних в IoT.  

Ключові слова: інтелектуальний аналіз даних, Ін-
тернет речей, IoT, виявлення знань в базі даних, KDD, ма-
сивні набори даних. 

Критская Я.А., Белобородова Т.А., Скарга-
Бандурова И.С. Интеллектуальный анализ данных 
для ІоТ аналитики 

Интеллектуальный анализ данных является одной 
из наиболее ценных технологий, позволяющих выявлять 
неизвестные шаблоны и повышать эффективность Ин-
тернета вещей (IoT). Текущее исследование посвящено 
процессам обнаружения данных и знаний для IoT. В этой 
статье мы представляем систематический обзор раз-
личных моделей интеллектуального анализа данных и об-

суждаем методы, применимые для различных данных IoT. 
Проанализированы некоторые специфические особенно-
сти данных и рассмотрены алгоритмы обнаружения зна-
ний для данных IoT. Обсуждаются проблемы и возмож-
ности для добычи мультимодальных, гетерогенных, за-
шумленных, неполных и несбалансированных данных, а 
также массивных наборов данных в IoT.  

Ключевые слова: интеллектуальный анализ дан-
ных, Интернет вещей, IoT, обнаружение знаний в базе 
данных, KDD, массивные наборы данных. 
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