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BINARY FORMSOF LOGIC FUNCTIONS REPRESENTATION

In the paper we attempt to perform an analysis and draw conclusions concerning the opportuni-
ties and perspectives of the use of new forms of Boolean functions representation. The aim of the pa-
per isto consider new binary forms of Boolean functions representation — non-inverting classical al-
gebraic and non-inverting classical Reed-Muller ones, which bring together so-called unary forms
that exist today — algebraic and Reed-Muller representation forms — and do not contain defects of
classical form of Boolean functions representation that is used in logical design. For the analysis we
use "EDM — Extended Data Mining" technology, which is a generalization of the well-known "Data
Mining" technology. Also major algorithms of Data Mining are provided. In addition, criteria and the
technology of comparison of different forms of Boolean functions presentation, which is offered to use
in this study, are presented. The conclusions concerning the prospects for further research are made.

Key words:. forms of Boolean functions representation, Boolean functions, binary Boolean func-
tions, effectiveness of Boolean functions representation.

Introduction. In the paper we attempt to
perform an analysis and draw conclusions con-
cerning the opportunities and perspectives of the
use of new forms of Boolean functions represen-
tation.

As it has been considered in previous pa-
pers, the use of only classical representation of
Boolean functions (CRF) makes sheet-oriented
solutions non optimal in more than 90% of situa-

tions. The cause is that arguments X; in classical

representation of Boolean functions are used, asa
rule, in two forms — direct and inverse. There is
no such defect in algebraic (ARF) [1] and Reed-
Muller (RMRF) [2] forms of Boolean functions
representation. All these forms are called unary
as dl Boolean functions (BF) are implemented in
one representation.

The optimal representation concept (ORC)
lies in the fact that the representation, which
gives the minimum value of selected index of
structural complexity S is used for any imple-
menting logical functions (LF) and should be
applied to "trinary" one.

It is obvious that except unary representa-
tions (CRF, ARF, RMFR) and trinary ones (TR)
there are also so-called binary representations —
presentation, in which conjunction addition ele-
ment (CAE) provides the ability to add conjunc-
tions in two forms. The development of binary
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representations (BR) allows to expect that advan-
tages of different representations of Boolean
functions will be combined and defects of CR
will be compensated.

The paper is devoted to the investigation of
binary representations (BR), in the first place to
the study of their availability for using.

The selection of comparison test of Boo-
lean functions

What are requirements for BR? First of al
it is their completeness (the ability to implement
any logical function in one representation). Con-
cerning the problem of CRF default compensa-
tion, it is reasonable to include in BR only those

LF in which X; is used in one form (direct or

inverse), in other words "non-inverting" LF. For
completeness it is necessary to unite non-
inverting LF with any full LF without inverting.
It is possible to form two LF that meet this condi-
tion — non-inverting classical algebraic and
non-inverting classical Reed-Muller represen-
tations.

- NICARF — non-inverting classical alge-
braic representation in which CAE enables both
logical and algebraic (including weight numbers)
conjunction adding;

- NICRMRF - non-inverting classical
Reed-Muller representation in which CAE enables
logical and Reed-Muller conjunction adding.
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It is reasonable to investigate efficiency of
both BR in comparison with the well-known
representations (CRF, ARF, RMRF). For this
purpose we use "EDM — Extended Data Mining"
technology [3] that is a generalization of the
well-known "Data Mining" technology.

Data Mining is the technology used for
discovering of hidden correlations in large data
sets. Two technologies are lying in the founda-
tion of most of Data Mining tools: machine learn-
ing and visualization (image displaying). Imaging
quality is determined by the capabilities of graph-
ics display data. The graph representation varia-
bility with the aid of colors, shapes and other
elements changing reduces the detection of hid-
den interactions.

Both technologies support each other in
"Data Mining" analysis. The visuaization is used
to search exclusions, general trends and interac-
tions and helpsto select data at the initial stage of
the project. Machine learning is used to search
interactions in a debugged project.

Magjor algorithms of Data Mining are pro-
vided below.

Association rules explore cause-and-effect
connections and determine the probability or
validity coefficient, alowing to draw relevant
conclusions. The rules are presented in the form
of "if <condition> then <conclusion>". They can
be used to predict or estimate unknown parame-
ters (values).

Decision trees and subsumption a gorithms
determine natural "division" in the data, based on
the goal variables. Firgly the division for the
most important variables is performed. A tree
branch can be represented as the adaptive part of
the rule. The examples that can be found most
often are algorithms of Classification and Re-
gression trees (CART) or Chi-squared Automatic
Induction (CHAID).

Sets of input signals, math functions enabl-
ing and value parameters weighting factor are
used in artificial nerve nets to predict the target
value. When the iterative search cycle is per-
formed the nerve net is modifying the weighting
factors until a predictive input value will corres-
pond to the actual value. After such learning the
nerve net becomes a model that can be applied to
new data for prediction.

Genetic algorithm is a method that uses
an iterative process of evolution sequence of
model generation that includes reduction, mu-
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tation and junction operations. Fitness function
is used for selection of intended persons and
rejection of others. First of all genetic algo-
rithms are used to optimize the topology of the
nerve nets. However, they can be used inde-
pendently, for modeling.

Memory-based Reasoning or Case-based
Reasoning are algorithms based on the detection
of some analogies in the past which are the closest
to the current situation to assess an unknown value
or to predict possible results (consegquences).

Cluster analysis divides heterogeneous da-
ta on homogeneous or semi-homogeneous
groups. The method allows to classify observa-
tions by a number of common features. The clus-
terization extends possibilities of forecasting.

Data Mining Technology is used in four
main fields including science, business, research
for government and Web-direction.

Data Mining is used to solve business
problems. The main directions are Banking,
Finance, Insurance, CRM, Production, Telecom-
munications, E-Commerce, Marketing, Stock
Market and others.

Data Mining is used to solve problems at
the state level. The main directions are the search
of people who evade taxes and tools in the fight
against terrorism.

Data Mining is used to solve Web issues.
Main directions are search engines, counters and
others.

Data Mining is used for scientific research.
Main directions are medicine, biology, molecular
genetics and genetic engineering, bioinformatics,
astronomy, applied chemistry, research on drug
dependence and others.

The expansion to Extended Data Mining
Technology (EDM) [3] is that to solve scientific,
technical, commercial or other issues we must
form the so-called "EDM triplet " (Fig. 1) —a set
of research object (RO), research methods (RM)
and expected (forecasted) research results (ERR).

o

Fig. 1. EDM Triplet
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The triplet elements of RO and RM in the
research process can be formed in any sequence
and they can change repeatedly during the life
research cycle. The triplet can contain several
close RO and several RM, each of them will pro-
duce different ERR. The comparison of obtained
ERR and modification on this basis, the RM and
RO for the next research cycle are distinctive
feature of EDM. The main element of EDM trip-
let is RO that can be abstract and be a model of
real object.

Going back to binary representation forms
it should be noted that the aternatives availability
(from fundamental scientific to current house-
hold) put a question of their comparison and the
comparison requires developing technologies of
some dternatives quantitative evaluation. This
effectiveness comparison technology of different
representation formsis offered in [3]. In this case
this technology lets you to compare different
representations forms. The area of programmable
logic matrix (PLM) consists of two submatrixes.
The conjunctions are formed in PLM 1 submatrix,
which are necessary for any form of LF represen-
tation. The formed conjunctions in PLM2 subma-
trix are added depending on selected RF, logical
(LRF), agebraicaly (ARF) or through mod2
(RMRF).

To compare RF effectiveness integral indi-
cators of the following form are offered:

- Sp - the summands number in
LF record, which identifies the entrances number
of PLM2 submatrix;

- Sy, — the summands number in LF record
that represents conjunction input arguments,
which determines the lines number in PLM1 with
sets of active elements;

- § — the letters number in LF record,
whichisclassical criterion of LF minimization;

- & — dimensional square PLM, which is
determined as:

S;= 2nSy for CFR;

S = nSyp for APF, RMRF and inverter
less RF, where n is the number of input argu-
ments PLM;

- Sic — the area of active elements PLM,
which is determined as;

Sic = 2nSy, for CFR;
Sic= NSy, for APF and RMRF.

It should be noted that from the point of
view of concrete LF implementation specified
values criteria can be considered as LF implemen-
tation indicators, which depend on selected PF.

Let's consider Fig. 2, in which for some
selected Scriterion graphs LF NLF are presented,
which can be implemented in each PF for agiven
number of n arguments as a function of S crite-
rion value.

N :22n )

max

Fig. 2. The growth of LF NLF number that areimplemented depending on Scriterion value

Fig. 2 shows the graph NLF(S) for hypo-
thetical ideal RF, which ensures the implementa-
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tion of al LF from n arguments, the number of
which are equal 22n by S=0.
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It is clear that every read RF as closer to the
ideal as greater the curvilinear trapezoid area that
are limited by Nj(S) curve on S [0, S changes
interval.

So relative performance indicator (PRI)
i-th FP may be determined by the following
formula (1).

Srax (N)
o -(S)ds
Rl O
= ™ N () (1)

where P; ¢y IS an area above curvilinear trapezoid

for thei-th RF,
Pigea 1S @n curvilinear trapezoid area (in
this case, the rectangle area) for theidea RF.

S&““
a

h, =
where N; is the number of LF that are imple-
mented on RLF, for agiven value of the specified
criterion,

Nmex 1S the full LF amount of given n ar-
gument number,

1 S
hi_ a

=0
I Nmax Smm

All indicators S are integers, and also of
piecewise-continuous nature of the functions
Ni(S), so the expression (1) can be written in the
following equivalent form:

i) @

Smm 1S the maximum value of the selected
criterion for al RF, ensuring the implementation
of al LF[2].

If (2) can be rewritten in another form,

N ji 1 S

©)

Smax j=0

so that we can give a clear statistical content to
the value of relative effectiveness indicator for
any RF LF.

The formula (3) shows that p; is LF reali-
zation in the i-th RF when the value of the se-
lected criterion S <= | and the whole value of

RPIh; isthe mean value of LF redization in the

i-th RF on the Sselected criterion.

Conclusion. To obtain a clear answer con-
cerning the use of the offered PF we need to con-
duct a great research in the following directions:

- to research classical agebraic forms effi-
ciency of logic functions representation;

- to research the efficiency of classicd
Reed Muller representation form of logic func-
tion;

- to compare BRF1 and BRF2 effective-
ness for complete sets of BF for different n.

The list of necessary research is not ex-
haustive and will be expanded during the work
with non-inverting representations forms of Boo-
lean functions. These Boolean functions form
combinational circuits, which are information
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kernels of digital machine in modern systems of
automatics, computer engineering, technica
means of information protection and other ele-
ments of 1 T-technologies.
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BIHAPHI ®OPMMU MPEJICTABJIEHHSA JJOI'TYHUX ®YHKIIIHA

3anpononosana poboma ¢ cnpoboio nposecmu ananiz i 3pOOUMU BUCHOBKU OO0 MONCIUBOCTII
ma nepcnekmueHOCmi GUKOPUCIMAHHSL 3aNPONOHOSAHUX HOBGUX (hopM npedcmagienisi OYIeeux QyHK-
yiu. Memoio npedcmasnenoi pobomu € po3ensio HOsux hopm npedcmaeienus Oyiesux @yuxyiu. B
Ppobomi nponoHyembCs po3ensHymu Hoei OiHapHi opmu npedcmasielts Oyaeeux GyuKkyit — besinsep-
mopHy  Klacuxo-aneebpaiuny Gopmy ma 6bezineepmopny Kiacuko-Pioa-Mwonnepa ¢opmy, ki
00’ €OHylOmb MaK 36aHi YHAPHI opmu, Wo ICHYIOMb HA CbO20OHI, — aneebpaiuny ma Pioa-Mrwoanepa
Gopmu npedcmasinennsi — i He MICMAMb HEOOJIKI8 GUKOPUCTNOBYBAHOL NPU TO2IYHOMY NPOEKMYE8AHHI
K1acuuHoi popmu npeocmaenenus oynesux yHxyit. [na ananizy 0oyitbHO 8UKOPUCMOBYEAMU MeX-
nonozito «<EDM — Extended Data Mining», sixa sisisie coboro yzacanvhenns sioomoi mexnonoaii «Data
Mining». 3pobaeni sucrnosku w000 nepcnekmusHOCmI NOOANbUIUX OOCTIONCEHD.

Kniouosi cnosa. popmu npedocmasnenus Oynesux (ynxyiu, oyiesi ¢ynxyii, oinapni Oyiesi
@yHryii, ehekmugHicms npedcmaegieHHs Oyiesux GyHKyii.
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