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CONTROL PROCESSES

TRAINS BREAKING-UP SAFETY CONTROL AT 
HUMP YARDS (p. 4-9)

Svitlana Bantyukova

Mathematical models of trains breaking-up safety con-
trol at hump yards and determination of recommended con-
trol parameters of car retarders are considered. A general 
mathematical model of the classification process is absent, 
evaluation and accounting of numerous impacts on the 
classification process safety are insufficient, consideration 
and regulation of individual process components of clas-
sification yards cause the need for additional research in 
this area.

Based on the developed models, there is a possibility of 
rational trains breaking-up safety control by minimizing 
the risks that may occur at the hump yard. Herewith, the 
human factor effect on the classification process is largely 
taken into account. Recommended control parameters of 
car retarders are determined by the criterion of the mini-
mum number of onsets of each cut on the hump yard slope, 
the number of overspeeds of entry of each cut to the of 
retarders of brake positions and the number of overspeeds 
of impact of each cut with other cuts at classification yard. 

The models provide efficient safety control of breaking 
up trains and allow to increase the safety and efficiency of 
the hump yard process.

Keywords: trains breaking up safety, risk, recommended 
control parameters, hump yard.
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DEVELOPMENT OF DISTRIBUTION MODEL 
OF PASSENGER TRANSPORTATION VOLUMES 
AMONG SUBURBAN TRANSPORT MODES  
(p. 10-14)

Tatyana Grigorova, Yuri Davidich, Victor Dolya

The analysis of the factors influencing the passenger traf-
fic formation was performed. It was found that the passenger 
traffic formation is a complex process which is based on the 
route selection by passengers. The passengers’ choice is sig-
nificantly affected by the availability of alternative transport 
modes. The technique of carrying out a full-scale survey of 
the passenger transportation parameters in various traffic 
directions of suburban passenger transport was given. A 
statistical analysis of changes in the share of passengers who 
prefer road transport of the total transportation volume on 
suburban routes was conducted. The influence of the ratio of 
traffic speeds, tariffs per kilometer of travel, capacity utiliza-
tion rates, waiting time on road and rail transport modes was 
determined. Regression model of changes in the share of pas-
sengers who prefer road transport of the total transportation 
volume on suburban routes was designed. The evaluation of 
the statistical significance of the model was performed and 
conclusion on the admissibility of its use in solving the prob-
lems of optimizing the passenger transportation parameters 
on suburban routes was made.

Keywords: transport service, suburban routes, transport 
mode, transportation volume, transportation parameters.
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SUBSTATIATION OF TRUCK SELECTION IN TERMS 
OF MINIMIZING PSYCHOPHYSIOLOGICAL STRESS 
ON A DRIVER (p. 15-22)

Oleg Deryugin, Sergiy Cheberyachko

The method of selecting efficient truck for solving the 
pressing problems of cargo transportation and the required 
number of goods in corresponding road conditions and when 
updating the rolling stock was proposed. It is based on select-
ing the most important indicators of trucks, with their hier-
archical classification and determining the integral quality 
criterion of trucks using the profile method and the analytic 
hierarchy process («AHP»). This allows more efficient use 
of the truck for transporting cargo in the required amount in 
the specified location without losses and with minimal mate-
rial and labor costs in compliance with current legislation. 
Technical-operational, ergonomic, dynamic, environmental 
and power characteristics of vehicles have been analyzed, 
based on which it was revealed that the truck MERCEDES-
BENZACTROS with ecological EURO 4 level (integral 
quality index considering weight coefficients – 0.95) engine 
occupies the leading position. The theoretical research al-
lowed to substantiate the method of selecting vehicles taking 
into account ergonomic characteristics. An adequate method 
for solving such multicriteria problems, which lies in com-
bining the set of indicators into the integral quality factor, 
which characterizes the vehicle quality was determined. The 
method for making management decisions on updating the 
rolling stock of the car enterprise allows to reduce the impact 
of transport-technological process indicators on the psycho-
physiological state of drivers.

Keywords: truck, technical-operational characteristics, 
physiological stress, ergonomic characteristics, profile method.

References

1.  Han, S., Hong, S. (2003). A systematic approach for coupling 
user satisfaction with product design. Ergonomics, 46 (13–
14), 1441–1461. doi: 10.1080/00140130310001610928 

2.  Fatkhutdinov, R. А. (2000). Konkurentnosposobnost: eko-
nomika, strategiya, upravleniye. Мoscow: INFRA-М, 312.

3.  Bayley, M., Curtis, B., Lupton, K., Wright, C. (2004). Ve-
hicle aesthetics and their impact on the pedestrian environ-
ment. Transportation Research Part D: Transport and Envi-
ronment, 9 (6), 437–450. doi: 10.1016/j.trd.2004.08.002

4.  Grujicic, M., Pandurangan, B., Xie, X., Gramopadhye, A. K.,  
Wagner, D., Ozen, M. (2010). Musculoskeletal compu-
tational analysis of the influence of car-seat design/ad-
justments on long-distance driving fatigue. Internation-
al Journal of Industrial Ergonomics, 40 (3), 345–355.  
doi: 10.1016/j.ergon.2010.01.002

5.  Funakoshi, M., Taoda, K., Tsujimura, H., Nishiyama, K. 
(2004). Measurement of wholebody vibration in taxi divers. 
Applied Ergonomics, 46 (2), 119–124.

6.  Kolich, M., Taboun, S. (2004). Ergonomics modelling and 
evaluation of automobile seat comfort. Ergonomics, 47 (8), 
841–863. doi: 10.1080/0014013042000193273

7.  Arens, E., Xu, T., Miura, K., Hui, Z., Fountain, M., Bauman, F.  
(1998). A study of occupant cooling by personally con-
trolled air movement. Energy and Buildings, 27 (1), 45–59.  
doi: 10.1016/s0378-7788(97)00025-x

8.  Goryev, А. E. (2008). Gruzovye avtomobilnye perevozki. 5th 
edition. Мoscow: Izdatelskiy tsentr «Akademiya», 288.

9.  Faskhiev, Kh. A., Krakhmalyova, А. V. (2004). Otsenka 
urovnya konkurentosposobnosti gruzovykh avtomobiley I 
ikh dvigateley. Marketing v Rossii I za rubezhom, 5, 3–16.

10.  Faskhiev, Kh. A., Kostin, I. М. (2002). Tekhniko-ekonomi-
cheskaya otsenka gruzovykh avtomobiley pri razrabotke. 
Naberezhnyye Chelny: Izd-vo KamPI, 480.

11.  Faskhiev, Kh. A. (2001). Analiz metodov otsenki kachestva 
i konkurentosposobnosti gruzovykh avtomobiley. Metody 
menedzhmenta kachestva, 3, 24–28; 4, 21–26.

12.  Saati, T., Kerns, К. (1991). Analiticheskoe planirovanie. 
Organizatsiya sistem. Мoscow: Radio i svyuaz, 224.

STUDY OF EFFICIENCY OF USING NEURAL 
NETWORKS WHEN FORECASTING THE TRAIN 
ARRIVAL AT THE TECHNICAL STATIONS (p. 23-27)

Roman Vernigora, Lidiia Yelnikova

For efficient management of the railway direction, it was 
proposed to create a predictive model of the train operation. 
One of the components of this model is the train arrival mod-
ule, designed to determine the arrival time of different trains 
to technical stations of the railway direction. The train ar-
rival module is proposed to build based on a neural network, 
which using statistical information for prior periods and the 
train data obtained in real time, determines the train arrival 
time at the technical station.

Since the train departure parameters (time and date of 
departure from the next technical station, train weight and 
engine type) have different measurement units and there are 
significant differences between the minimum and the maxi-
mum value of the same parameter, it was decided to encode 
data about train in binary form. The values of each factor 
were grouped by intervals of a certain value.

As a result of experiments with different types of neural 
networks, it was found that using the perceptron, the struc-
ture and construction method of which is given in the paper 
provides the smallest error of the results obtained. The op-
eration principle of such neural network is as follows. Train 
information is encoded and fed to the neural network input 
in binary form; the result of the neural network operation is 
also a binary output vector, the value of which is interpreted 
in a certain value of the train movement duration. Based on 
the movement duration values, the predicted arrival time of 
freight trains at the technical station is calculated.

Experiments with the interval value at binary coding 
of individual factors have shown a significant effect of this 



Abstract and References. Процессы управления

59

parameter on the neural network operation quality and train 
arrival forecasting accuracy.

Keywords: operational planning, forecasting, neural net-
work, perceptron, train movement duration.
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APPLICATION OF INFORMATION 
CHARACTERISTICS IN MODELS OF DRIVER’S 
PERCEPTION OF ROAD CONDITIONS (p. 27-32)

Nadezhda Kulbashnaya, Irina Linnik

Further development of the information theory in the 
model of driver’s perception of road conditions was proposed. 
It is assumed that there is a definite dynamic relationship 
between the relative organization of the driver’s perception 
field and the relative organization of the driver’s interaction 
with the environment, which in turn is determined by the 
variability of motion speeds. Therefore, the first step in the 
analysis is developing a dynamic model of the influence of 
the relative organization of the driver’s perception field on 
motion speeds.

Therefore, the process of directional formation of the mo-
tion medium by regulating the motion speeds is considered 
in the proposed model as a dynamic process of changing the 
relative organization of the driver’s perception field. For this 
purpose, the transfer function of the driver, in which the 
function of the relative organization of the driver’s percep-
tion field is an input characteristic and the speed change – an 
output parameter is used. Conversion of the transfer function 
is carried out on the assumption that the driver’s reaction to 
a periodic change in the relative organization of the driver’s 
perception field can be represented as a sequence of rectan-
gular pulses. The transfer function is solved using the Laplace 
transform.

Keywords: information theory, road conditions, transfer 
function, perception, driver, impulse function.
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ALGORITHMIC MODEL OF INFORMATION 
TECHNOLOGY FOR ANALYSIS AND FORECASTING 
OF COMMODITY MARKET CONDITIONS (p. 32-37)

Vasiliy Lysytskyi, Tan Manh Nguyen

The paper presents the results of research in the field 
of mathematical modeling of the formation dynamics of the 
commodity market conditions, taking into account market 
pricing mechanisms, as well as the effect of the dynamic pro-
cesses occurring in the economic and social environments.

Using the methods of system dynamics, an algorithmic 
model for forecasting the dynamics of commodity market 
conditions was developed. The modeling algorithm of the 
simulation model of the commodity market functioning, 
which determines the functional and behavioral character-
istics of the developed information technology for analysis 
and forecasting of the commodity market conditions was 
designed. The method of adjusting the simulation model to 
the real commodity market was proposed. Using statistical 
and current information on the commodity market function-
ing, the user interface of the information technology allows 
determining appropriate parameters, building time series 
for forecast trajectories of changes in the commodity market 
characteristics, visually analyzing trends in the commodity 
market conditions, single out trend components of the time 
series, predicting the trend direction change moment. In ad-
dition, the developed information technology allows to carry 
out the scenario method for analysis and forecasting of the 
commodity market conditions.

Keywords: model, information technology, analysis, fore-
casting, market conditions, commodity, market, demand, 
supply, price.
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DEVELOPMENT OF SYSTEMOLOGICAL MODEL 
OF THE PROBLEM OF  STRUCTURAL AND 
TOPOLOGICAL REENGINEERING OF LARGE 
SCALE MONITORING SYSTEMS (p. 37-42)

Volodymyr Beskorovainyi, Kseniia Podolyaka

The paper deals with developing the systemological 
model of the problem of structural and topological reen-
gineering of large-scale monitoring systems. Based on the 
analysis of the life cycle stages of geographically distributed 
systems, the place of reengineering in the structure of the 
life cycle of large-scale monitoring systems was defined, 
the analysis of the factors that determine their efficiency 
was performed. Formalization of the description of large-
scale monitoring systems has allowed to identify subsets of 
elements, relationships, topologies and properties that will 
be included and (or) excluded in the system re-engineering 
process. This allows to form a set of feasible system reengi-
neering solutions.

To reduce the reengineering problem complexity, a three-
level scheme of its decomposition was proposed, the compo-
sition and the relation schematic of problem-related tasks by 
the input and output data were determined. This allows to 
create effective technologies for structural and topological 
reengineering.

Practical application of the results obtained allows to 
reduce the time for solving reengineering problems, improve 
the quality of solutions through joint problem solving and on 
this basis improve the cost and functional characteristics of 
the restructured systems.

Keywords: large-scale monitoring system, reengineer-
ing, systemological model, optimization, decomposition, 
methodology.
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RESEARCH ON THE SOUCES OF EFFICIENCY AND 
IMPLEMENTATION OF TRANSPORT LOGISTICS 
CLUSTERS (p. 43-51)

Mykhayilo Postan, Gennadii Stolyarov

The paper analyzes the notions, principles of forming, 
the classification, and effective functioning of transport lo-
gistics clusters (ТLCs). The study reveals peculiarities of the 
European classification and organizational structures of the 
leading European TLCs. We have pointed out advantages 
and identified the sources of cluster formations efficiency. 
We have introduced the notion of potential efficiency sources 
for TLCs whose composition is rationalized for port clusters 
and suggested the methods for the efficiency estimation on 
expanding the cluster resource base. The article presents the 
results of a synergetic effect from a joint use of port trans-
shipment complexes by sea port operators. The devised and 
presented TLC organizational structure includes a Center for 
cluster development, a Board, a Secretariat, and Committees 
that implement specific projects to improve the cluster effi-
ciency and development. The Committee on the operational 
control of resources is provided with a technology of manag-
ing vessels processing at interchangeable berths as well as 
principles for the allocation of additional income from the 
reduction of the vessels parking time. Transport logistics 
companies participate in joint cluster projects based on the 
companies’ complete independence as well as on voluntary 
and mutually beneficial conditions.

The research is relevant due to the lack of publications on 
organizational forms and managerial decisions in the imple-
mentation of potential TLCs efficiency sources. The com-
monly considered organizational structures represent unions 
that are not aimed at solving specific problems of TLCs de-
velopment and efficiency. The research has determined that 
implementation of the suggested organizational and manage-
rial decisions considerably increases the economic efficiency 
and competitiveness of TLCs. 

The developed proposals for coordination and coop-
eration of TLC companies and enterprises can be practi-
cally useful in developing appropriate regional organizational 
structures. 

Keywords: cluster, transport, logistics, port, efficiency, 
management, technology, organization, structure, synergy.
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SOFTWARE DEVELOPMENT AND MANAGEMENT 
PROBLEM ANALYSIS OF INVESTMENT 
PORTFOLIO STRUCTURE (p. 51-56)

Anna Vorobiova, Aleksandr Goloskokov

The problem of investors in the modern Ukrainian stock 
market is considered. Each investor faces a dilemma, wishing 
to have more yield and less risk. Since this task is controvert-
sial, the investor must make a compromise choice between 
yield and risk. The problem is that to be successful an investor 
needs help to assess the overall situation in the market. So far, 
there are so many online agencies, specialized in training 
to work with the securities market, but there is no the 
software that would allow to conduct investment portfolio 
management based on various mathematical models. Many 
people are involved in this area of   the market, therefore; there 
is the need to automate securities transactions.

It was proposed to consider methods for finding the risky 
structure of the portfolio and the allocation of available capi-
tal between the risky and nonrisky part of the portfolio using 
Markowitz models and Pontryagin’s max i mum principle, 
with the aim to develop an optimal reallocation strategy of 
investor funds.

In carrying out this work, risky portfolio structure, 
found by maximizing the Sharpe relationship and based on 
the Markowitz portfolio theory, namely, the search for the 
minimum risk portfolio was determined. During the capital 
allocation between risky and nonrisky part of the portfolio, 
management in the form of feedback was used. All the cal-
culations were made using the developed software and have 
allowed to evaluate the usefulness of the work.
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Research results and developed software can be used in 
investment departments of commercial banks and by small 
investors.

Keywords: security, investment portfolio, investment, 
Markowitz model, maximum principle.
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