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1. Introduction

The advanced development of modern information tech-
nologies and communications systems facilitates a continuous 

increase of various types of data for monitoring organizational 
and technical as well as socioeconomic systems that become 
accumulated in specialized databases, including time series. To 
various extents, these data reflect the dynamics of multifactor 
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and hard-to-formalize processes, reproducing all the nuances 
characteristic of such reasons, factors, and relationships. Data 
accumulated in the form of time series are characterized by an 
objective uncertainty on the basis of the methods and means of 
monitoring as well as the subjectivity of an observer.

An intention to use the accumulated information for 
solving complex organizational and technical facility man-
agement tasks leads to the need for its purification and 
transformation in order to obtain prognostic estimates about 
exponents that are essential for managerial decision-making.

An object’s position in the competitive technical and 
economic environment can be determined by formalizing 
the functional conditions for a complex organizational and 
technical object (for example, a large organization), in par-
ticular, by processing quantitative indicators of its external 
and internal environment. A group of these indicators forms 
a phase space in which the trajectory determines the efficien-
cy of the object in its own life cycle.

Prognostic estimates on the coordinate values of a par-
ticular phased technical and economic environment are es-
sential for a stable effective strategic management of complex 
organizational and technical facilities.

Examples of such complex objects are modern airlines, 
about thirty in Ukraine alone. To evaluate the cash flows 
of the airlines, suffice it to say that the cost of one hour on 
board the Yak-42 is about 1,000 euros. The annual revenue 
from operating just a single aircraft, subject to the declared 
number of hours, can be as much as 840,000 euros [1].

Therefore, the measure of risk at a wrong planning is sig-
nificant, which entails tougher requirements for prognostic 
software in support systems for strategic decision-making 
used in this domain.

The urgency of the problem of scientific prediction is 
confirmed by the fact that the 2013 Laureates of the Nobel 
Memorial Prize in Economic Sciences were US economists 
Eugene Fama, Lars Peter Hansen, and Robert Shiller. As de-
fined in an official statement of the Royal Swedish Academy 
of Sciences, the prize was awarded “for their empirical analy-
sis of asset prices,” i. e. for activities in prognostic estimations.

2. Analysis of previous studies and statement of the problem

A large number of studies have been published on the the-
ory and practice of prognoses development. A prediction helps 
identify the areas and opportunities as a basis for setting forth 
the objectives of economic and technological development as 
well as for determining the directions and the most important 
issues as the object of development and decision-making [2].

The diversity of the types of time series is very large [3]. 
For example, non-stationary time series are quite common. 
In industries, trade and economy, prediction problems are 
often formulated as stationary time series with the help of 
a difference operator [4, 5]. The type of classical models for 
predicting time series includes regressive [6] and autoregres-
sive [7] models.

Contribution to the development of the modern fore-
casting system is also made through studies by Ukrainian 
scientists specializing in different subject areas, for example, 
as in [8, 9].

In [10], it is noted that the diversity of manifestations of 
socioeconomic systems further generates a variety of meth-
ods of their prediction. In [11], it is stated that there are over 
a hundred forecasting methods, which raises the problem for 

experts to choose those methods that would provide ade-
quate predictions for studying processes or systems.

The contemporary amount of monitoring data and the 
high standards for forecasting tasks entail a consistently 
high accuracy of predictions and, consequently, development 
of effective methods of setting predictive models and meth-
ods of their integration.

The best-known application software packages that im-
plement the methods of forecasting are BMDP, CART, CSS, 
Deductor, Forecast Expert, MVSP, Predictor, SAS, S-plus, 
SPSS, STADIA, STATISTICA, STATGRAPHICS, SYS-
TAT, ClassMaster, MESOSAUR, OLYMPUS: StartExpert, 
EUREST, and Statistician-Consultant.

Predictive support includes decision-making as one of the 
functions of information support for the administrative cycle 
process. For example, in [12, 13], the authors analyse the main 
models of the management cycle, and all of the models, in one 
form or another, involve the function of predictive support.

Predictive support is one of the key elements of decision 
support systems (DSSs). The results serve as an information 
basis for management action by leaders of different ranks, 
and, therefore, need to be precise, reliable, and stable [14].

At the present stage of development of information tech-
nologies, an essential direction in providing analysis and 
prediction of time series is data mining [15, 16].

Mathematical tools for data mining include neural net-
works and fuzzy models as well as methods of artificial intel-
ligence, and they are designed to operate large data arrays. 
However, the class of real problems of the predictive manage-
ment in the decision-making process involves situations in 
which a statistical data sample is small. Besides, as practice 
shows, only small fragments of the problem of time series anal-
ysis can be effectively addressed in the automatic mode [17].

Under the existing circumstances, it seems possible to 
distinguish between two ways of providing the full range of 
methods and means of prognostication in solving manage-
ment problems: either by expanding the methodological data 
mining toolkit (this is actually happening, albeit slowly) or 
by synthesizing specialized forecast information systems, 
taking into account available resources of data mining.

The second way involves establishment of a predictive 
support model and construction of a “path” for prognostic 
research, which entails development or selection of methods 
to set up low-level models as well as synthesis of an adaptive 
predictive model of integrated top-level prognostic esti-
mates [18]. To date, there is a gap between the successful 
implementation of a particular forecasting method and the 
development of a complex prediction system [19] to satisfy 
the long-term needs for organizing prognostic support.

Specialized forecast centres, which are equipped with 
modern methodological bases and access to databases of 
branch monitoring, are still periodically forced to solve the 
problem of choosing an effective forecast model and consoli-
dating forecasts [20].

3. The purpose and objectives of the study

The purpose of this study is to improve the quality of 
predictive systems support in strategic decision-making in 
organizations through the development of methods, models 
and tools of statistical information processing.

To achieve this purpose, the following objectives should 
be reached:
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– to analyse the factors of uncertainty in the strategic 
decision-making within the organization activities,

– to carry out a comparative analysis of the current mod-
els and forecasting techniques (traditional), 

– to develop a predictive model of providing strategic 
decision-making support.

4. Development of a four-level model of a predictive 
support in strategic decision-making

4. 1. Analysis of uncertainties in the process of stra-
tegic decision-making within the organization activities

To analyse adequately the object of the study, it is nec-
essary to consider the factors that add different kinds of 
uncertainty to the strategic decision-making process within 
the organization activities.

Fig. 1 shows the sources and types of uncertainty in the 
decision-making process that lead to risks and, therefore, 
possible financial losses in the organization. Among all their 
diversity, there can be distinguished a group that character-
izes data uncertainty.

4. 2. A comparative analysis of contemporary models 
and methods of prediction

A comparative analysis of the forecasting methods and 
predictive models of multicomponent processes [21] is shown 
in Table 1, which illustrates the strengths and weaknesses of 
the currently used forecasting methods.

The comparative analysis can result in the following 
conclusions:

1. Among the predictive methods, there is no universal 
method that would be characterized by exceptional accura-
cy. To improve the accuracy of forecasting, it is advisable to 

use combined (sometimes called “hybrid”) predictive models 
that integrate advantages of the classical methods and level 
off their individual shortcomings.

2. From the large variety of methods of analysing and 
forecasting, it is necessary to identify about ten methods 
that can be called basic. Among them, the most practical and 
commonly used are regression models and methods as well as 
models and methods of exponential smoothing [21].

3. Prediction of complex multi-component processes re-
quires not only selection of a specific forecasting method but 
also a parametric setting of the predictive model.

4. To implement an effective predictive activity on a reg-
ular basis, it is necessary to develop a predictive support-pro-
viding model for strategic decision-making to comply with 
the needs of an organization; it also requires configuration 
tools as well as monitoring and timely updating of the model.

4. 3. A four-level model of prognostic support for stra-
tegic decision-making

Let us formulate the main tasks in developing prognostic 
software of support systems for strategic decision-making:

(1) collection, verification and accumulation of statisti-
cal information on the key coordinates of the phase space for 
the object of strategic management;

(2) formation of a group of the main methods of low-level 
forecasting, suitable for working with time series while tak-
ing into account their specific features (including stationar-
ity, omissions, and noise pollution);

(3) development of an adequate model of multi-adaptive 
predictive estimates from different sources;

(4) provision of an interactive mode of parameter set-
tings for both predictive models of the low level and model 
aggregations, which allows an informed intrusion by a sys-
tem operator.

 
Fig. 1. Sources and types of uncertainty in decision-making
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Table 1

A comparative analysis of the forecasting methods and predictive models

Models and 
methods

Types of models Characteristics of models Advantages Disadvantages

1 2 3 4 5

Regression 
models and 

methods

A linear regression 
model. 

A multiple 
regression model

Determines the relationship 
between the initial process and 

one or many external factors 
(covariates)

Easy, quickly available 
prognostic results and 

interim results for 
analysis, as well as a 

possibility to identify 
the factors that have the 
greatest impact on the 

process

Limited use in forecasting (to 
calculate the future value of the 
process, it is necessary to know 
the future value factors) and an 

impossibility of modelling nonlinear 
processes

A non-linear 
regression model

It is used when the relationship 
between the initial process and 

external factors can be described by 
a known function

It is possible to model 
non-linear processes, and 
intermediate results are 

available for analysis

It is difficult to determine the type 
of functional dependence and the 

dependence of the coefficients

Autoregressive 
models and 

methods

An autoregression 
model

The model is built on the 
assumption that the process value is 
linearly dependent on a number of 
previous values of the same process

Popularity, simplicity, 
and transparency of the 

modelling

The complexity and resource 
capacity of the model identification, 
low adaptability, and usability only 
for simulation of linear stationary 

processes

An autoregressive-
moving-average 

model

A linear multiple regression model 
that combines a filter in the form 
of a moving average (MA) and an 
avtoregression (AR) of the filtered 

process values

It is most commonly 
used in practice and 

characterized by fewer 
parameters in comparison 
with the AR and the MA

A complex model structure; an 
impossibility of nonlinear modelling

A model of an 
autoregressive 

integrated moving 
average (a Box-
Jenkins model)

It is a derivative of the model of 
an autoregressive moving average 
whose input in not the values of 
a time series but their d-th order 

difference that can be represented 
by a stationary process

Many modifications of 
the model, a possibility to 
model both stationary and 
non-stationary processes, 

as well as the ability of 
the algorithm to adjust 
the internal parameters 
in order to choose the 

most appropriate model 
prediction

It requires a relatively large amount 
of data. There is no easy way to 

adjust the model parameters when 
new data are used, so the model 
should be periodically rebuilt or 

substituted for by another model. 
It takes much time and substantial 

resources to build the model

Models and 
methods of 
exponential 
smoothing

The Brown model

A one-parameter model of a simple 
exponential smoothing, which is 

used for levelling off data series and 
for short-term forecasting

Easy; provides adaptive 
prediction

The model does not take into 
account the trend and seasonal 

changes

The Holt model

A two-parameter model, or a model 
of double exponential smoothing; 
it is obtained by inclusion of the 

growth factor or the trend

It provides adaptive 
prediction

It does not take into account 
seasonality

The Winters model
An extended Holt model obtained 

by inclusion of an equation 
describing seasonal components

It provides adaptive 
prediction and takes into 

account seasonality

Sensitivity to changes in trends in 
the forecast range

The Holt-Winters 
model

A model of linear growth with a 
multiplicative seasonality, which 
is an integration of the Holt and 

Winters models

It considers the 
multiplicative trend and 

seasonality

Sensitivity to changes in trends in 
the forecast range

A Theil-Wage 
model

A model of linear growth with 
additive seasonality; it is a 

complicated Holt model and an 
additive analogue of the Holt-

Winters model to take into account 
an additive linear trend and 

seasonality

It shows good results, 
with a well-defined 
seasonal cycle and 

preservation process 
trends in the forecast 

period

The method provides a forecast for a 
step forward, but not for the period 
ahead; the trend in the Theil-Wage 
model is typically simplified, which, 

in the case of a small sample, can 
lead to a loss of accuracy
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Based on the above analysis, a predictive activity of an 
organization can be devised in accordance with the model 
shown in Fig. 2.

The first level contains low-level models such as those 
of statistical forecasting. An organization actually forms a 
portfolio of predictive models and methods for solving real 
problems of prediction. It is obvious that the combination 
and the number of low-level models largely depend on the 
mathematical training of analysis specialists as well as their 

experience and preference in specific models. For example, in 
the case of a limited sample, satisfactory results are provided 
by the Brown model, and a number of studies (for examp- 
le, [22–24]) have been published on its parameter setting.

Tremendous opportunities of a low-level model are pro-
vided by the currently popular interactive method Cater-
pillar-SSA [25–30], though it requires sampling of a con-
siderable length to perform effective decomposition of the 
time series.

1 2 3 4 5

Structural 
models

Models and 
methods on 
the basis of 

classification and 
regression trees

A structural model, which simulates 
using a tree structure, threshold 

constants, and subsets

A possibility to model 
processes that are influ-

enced by factors of various 
types as well as by the 
speed and simplicity of 

the learning process

Uniqueness of the algorithm for 
constructing the tree

Neural network 
models and 

methods

The structural model is based on 
artificial neural networks, which al-

lows modelling of a nonlinear depen-
dence of the future value of a time 
series by its actual values and the 

values of external factors; the most 
popular among structural models

Prediction can be made 
in any number of steps; 
it is possible to provide 
instructions, to model a 

nonlinear dependence, to 
apply clustering to prob-
lem-solving, and to adapt

Non-determination, lack of 
transparency; a complexity of 

the choice of architecture, high 
requirements for data pre-processing, 

strict requirements for the training 
set, a complexity of the choice of the 

learning algorithm, a resource-intensive 
process of training, and a necessity for 

the user programming skills

Models and 
methods based on 

Markov chains

It sets a relationship between the 
future value of the process and 
its current value on the basis of 

defining the multiple states of the 
process and selecting the state into 

which the transition probability 
is at the maximum. It is assumed 

that the future state of the process 
depends only on its current state 

regardless of the previous ones

Easy modelling, analysis, 
and design consistency

It is impossible to model long-mem-
ory processes; the applicability of the 

models is narrow

Continuation of Table 1

 
Fig. 2. A four-level model of predictive support for strategic decision-making: LLM is a low-level model,  

SM is a selective model, CM is a combined model, BM is a base model (in relation to the combined model),  
and IFM is an integrated forecasting model
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The second level involves selective predictive models 
synthesized from low-level models on the basis of deci-
sion rules. Various approaches to synthesizing selective 
models are described, for example, in [31–33]. The gener-
al rule and the actual essence of a selective model imply 
selection of the best model by a selected criterion at each 
prediction step.

The third level includes hybrid or combined models that 
entail a parametric structure-sharing in order to compen-
sate for the natural disadvantages of the basic models. The 
spectrum of the basic models to form combined model is very 
wide; examples of such models are given in [34–39], includ-
ing those developed by the authors of [40]. Combined models 
can be considered as probably the most effective models in 
predictions made by using a single method, i. e. without con-
structing any prognostic technology.

The logical upper level of the suggested model con-
tains integrated forecasting models, designed to synthesize 
consolidated forecasts by using two or more sources. It is 
noteworthy that the term “aggregation” with respect to fore-
casting estimates [41–43] in the studies is used alongside the 
term “integration” [44, 45].

The fourth level of the model is necessary because the 
professional IT environment entails external prospective as-
sessments of relatively important organization settings. Such 
estimates should be used and coordinated (aggregated) with 
account for the results of the organization’s own prognostic 
activities. In this case, the methodological basis of external 
predictive estimates usually remains hidden from the end 
user’s expectations.

Some methodological tools included in the suggested 
model can refer to the group of data mining means. It is as-
sumed that this part will increase as a result of the continued 
expansion of the methodological spectrum of data mining. 
Nevertheless, the organization’s conscious tendency to di-
versify its prognostic support will continue.

Besides, an important feature of the suggested model 
is its openness, i. e. a principle possibility of expanding the 
methodological base. For example, if the organization’s 
sectorial environment contains effective factor forecasting 
models (such as neural networks or fuzzy models), they can 
be involved at the low level.

It is assumed that, regardless of the prediction tools in-
volved, the top-level models (integrated forecasting models) 
will be able to provide prognostic support of a satisfactory 
quality.

A practical embodiment of the suggested model can 
be implemented as a specialized prediction complex whose 
structural model can be represented as in [46] (Fig. 3). Al-
ternative approaches are described, for example, in [47, 48].

The functions of the suggested model are implemented 
in the monitoring unit and in the functional unit of the pre-
diction complex that consists of clusters of preliminary data 
analysis, forecasting, and aggregation. Efficiency of the pre-
diction complex is provided by the methods and means unit 
as well as the models and methods synthesis unit.

5. The practical significance and testing of the research 
results

Let us consider how the low level can involve the use of 
the adaptive predictive Brown model [49]:

( ) ( )
( )

n 1

t t 1 t 2 t n

n
i 1

t i
i 1

F A 1 A ... 1 A

1 A ,

−
− − −

−
−

=

= α + α − α + + α − α =

= α − α∑  (1)

where tF  is the prediction of the controlled parameter at the 
point in time t, t 1 t 2 t nA ,  A ,  ...,  A− − −  are line values at respec-
tive points in time, n  is the length of the sample, and α  is 
the parameter (constant) of smoothing.

 

Fig. 3. The structural model of a prediction complex that implements the four-level model of predictive support for strategic 
decision-making
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We suggest that the parameter setting, i. e. the choice of 
the smoothing parameter α , should be carried out according 
to the results of a retrospective analysis, namely by solving 
retrospective equations of the following type:

( )t 1 0−∆ α =  or ( )t 1 0−ε α = , (2)

where ( )t 1−∆ α  and ( )t 1−ε α  are analytical dependences re-
spective to the absolute and relative retrospective errors of 
prediction at the point in time ( )t 1− .

In this case, the choice of α  is considered to be justified 
if it provides absolute precision of the retrodiction at the 
point in time ( )t 1− . Thus, the real roots of equation (2), per-
taining to the multiplicity { }extK :  0 2= α ≤ α ≤ , can be used 
as the smoothing parameter values for predictions realizable 
further in time.

Depending on the number of roots of equation (2) within 
the analysed interval, the parametric synthesis procedure 
may include appropriate steps of a comparative analysis of 
retrospective prognostic estimates [23] (Fig. 4).

To consolidate the prognostic estimates at the upper lev-
el, we suggest using a method of dynamic aggregation [41], 
the essence of which is as follows.

If the researcher has n  prognostic estimates iF̂ k    
and i 1,n=  in relation to an exponent F  at the point in 
time k  on the basis of n  sources, then the aggregated 
prediction is determined as the weighted sum of the ob-
tained estimates:

n

i i
i 1

ˆ ˆF k w F kΣ
=

=      ∑ , (3)

where F̂ kΣ     is the final prediction on the basis of aggregat-
ed prognostic estimates, iw  denotes weight ratios, and 

n

i
i 1

w 1
=

=∑ .

We suggest determining the aggregated weight ratios 
on the basis of the prediction variance for a further point in 
time ê N 1+   . Let us consider a situation in which informa-
tion about a prediction error is presented in the form of time 
series of absolute deviations for the whole period of instruc-
tional (retrospective) sampling:

{ } { }
{ } { }

{ } { }

1 1 1 1N

2 2 2 2N

n n n nN

e e k N ,  e k N 1 ,  ..., e k 1 ,

e e k N ,  e k N 1 ,  ..., e k 1 ,

...,

e e k N ,  e k N 1 ,  ..., e k 1 .

= − − + −          

= − − + −          

= − − + −          

 (4)

On the basis of (4), it is possible to construct a time series 
of squared errors:

{ } { }
{ } { }

{ } { }

2 2 2 2
1 1 1 1N

2 2 2 2
2 2 2 2N

2 2 2 2
n n n nN

e e k N ,  e k N 1 ,  ..., e k 1 ,

e e k N ,  e k N 1 ,  ..., e k 1 ,

...,

e e k N ,  e k N 1 ,  ..., e k 1 .

= − − + −          

= − − + −          

= − − + −          

 (5)

By analysing the series in (5), it is possible to obtain 
prognostic estimates of the variances 2

1ê k   , 2
2ê k   , …, and 

2
nê k    and to use them for determining the weight ratios iw  

in the following way:

2
i

i n

2
ii 1

1
ê k

w
1

ê k=

  =

  
∑

. (6)

Integration of prognostic estimates by the described 
method allows taking into account while aggregating the 
accuracy tendencies of separate prediction sources. Fig. 5 
shows a decomposition process of integrated forecasting.

 
Fig. 4. Decomposition of the parametric configuration process for the Brown forecasting model based on a retrospective 

analysis
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The suggested models and methods have been realised in 
the form of computer software, which has received copyright 
certificates [42, 43]. All the methods have been processed as 
algorithms and implemented in specialized software shells. 
A disadvantage of the suggested multi-level predictive model 
of strategic decision support is the difficulty in assessing the 
required number of models at each level. The authors intend 
to consider this issue in a subsequent study.

6. Conclusion

The study suggests a four-level model of a prognostic 
software system designed to solve the problems set forth 
for prognostic management of strategic decision-making 
support, including collection of statistical data, formation 

of a set of the main predictive methods, aggregation of prog-
nostic estimates from different sources, and provision of an 
interactive mode of a parameter setting.

One of the models considered for the low level is the Brown 
prognostic model. A method of its parameter setting is suggest-
ed in the study on the basis of a retrospective analysis, which, 
unlike the existing ones, allows determining the tuning param-
eters of the model and ensures a maximum resistance of prog-
nostic estimates to changes in the internal model parameters.

To create a means of prognostic data integration at the 
upper level, the study suggests a method of dynamic aggre-
gation of prognostic estimates based on identifying predic-
tion accuracy tendencies of alternative prediction sources, 
which, unlike the existing methods, ensures adaptability of 
the integration system and prognostic software support for 
strategic decision-making.

 

Fig. 5. A decomposition process of integrated forecastin
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