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1. Introduction

In recent years, the development of the field-program-
mable gate arrays (FPGA), which are dynamically recon-
figurable, made preconditions and new possibilities for
increasing the efficiency of parallel computing systems by
making it possible to reconfigure a computing system at
run-time [1-3]. However, an effective implementation of
tasks mapping on the dynamically reconfigurable system is
connected with great inefficient wastes of time and perfor-
mance during its reconfiguration [1, 2]. The problem is about
the hardware resource limitations of the FPGA, overcoming
of which, especially during the solution of tasks of a big size,
additionally increase reconfiguration overhead. Features of
physical processes of signal spreading at the chip level of the
FPGA have a great negative impact on mapping efficiency, at
the same time any of the known overhead reduction methods
include these figures. In effect, this can negate any hardware
accelerations.

In summary, the relevance of this topic is caused by the
need of the development of new or of improving the known
tools of tasks mapping on the computational structure of
dynamically reconfigured computational systems, which in-
clude hardware, constructive and technological limitations

of the FPGA chips and can be effectively used to solve tasks
of big size.

2. Analysis of literature and the given problems

There are a lot of methods and technologies for reconfig-
uration overhead reduction. The most known are resource
reuse [1], caching of configuration data [2], forward reconfig-
uration [4], hardware tools of input/output acceleration [3]
and optimization of the virtual structure of configuration
data [5]. Each of them is based on the maximum possible
reconfiguration acceleration of type “Best Effort” without
any optimization of space solution and excluding hardware
and technological limitations of the FPGA. Overcoming the
space limitations of the FPGA is done with standard tools, for
example, defragmentation of the computational surface of the
FPGA [1, 2], loading out non-critical configuration [1, 2, 4],
which brings an additional overhead to the reconfiguration.

Granularity is considered as an effective space solution
in the field of parallel computation [6]. The reconfiguration
possibilities of the computing structure give perspectives to
build an ideal computing structure for each task by varying
the granularity level. Well-known methods and tools to vary




the granularity level, developed for fixed computing struc-
tures [6], do not consider features of reconfigurable compu-
tations and cannot be effective for such a usage.

In the field of reconfigurable computing systems, the
problems of varying the granularity level are described in
the following topics:

[7] — tasks mapping is done based on the idea of defin-
ing the needed amount of computational resources from
the global reconfigurable computing space, which is shared
among cores, which consists of predefined sets of fine-
grained and coarse-grained modules;

[8, 9] — the principle of reconfiguration based on the
usage of hardware instruction set extensions (ISEs) to ac-
celerate functional core;

[10] — the principle of reconfiguration, based on the us-
age of coarse-grained reconfigurable architectures. These
known solutions of tasks mapping are based on defining the
minimum amount of hardware to provide the required solu-
tion time for the algorithm by reconfiguring connection
channels between issued computing structures. The granu-
larity variation is limited with adjustment of the computa-
tional algorithm to the defined form, caused by the system
structure. The problem of adopting a computing structure
to the requirements of the task, according to the paradigm
on reconfigured computations, is not discussed in the over-
viewed topics. Also, the problem of hardware limitations of
the computing structure, which appears in case of incom-
patible increment of task size, is neither discussed.

Despite the fact that extreme level of modern FPGAs
integration allows to abstract from space limitations of the
FPGA chips, space, technological and physical characteris-
tics of the FPGA chips have a certain impact on the efficien-
cy of reconfigurable computations during the task solution
of big size. The computational “seed” size is affected not only
by traditional parameters of parallel algorithm complexity
and FPGA space parameters, but is also greatly affected by
transfer delays of the inner channels of data transmission.
These issues have never been studied before.

It should be noted, that known tools of task mapping on
the parallel computing structure are developed for the fixed
architectures or switched computing environment, cannot
be effectively used to solve tasks of big size on reconfigu-
rable computing systems, which have certain software or
hardware limitations. It proves unsolved issues in the field
of reconfigured computing systems and also the need and
expediency of the researches done in this work.

3. Goal and tasks of the research

The purpose of the research is the improvement of effi-
ciency of dynamically reconfigured system by the new tasks
mapping strategy, which is based on the mutual adaptation
of computing algorithm and computing environment.

To achieve the study goal, it is needed to solve the fol-
lowing tasks:

— determining and researching criteria of fast reconfigu-
rable computing FPGA space;

— development of the way to determine an optimum ratio
of the structure of reconfigurable computing FPGA space
and computing algorithm based on the determined perfor-
mance criteria;

— development of the library of software cores, which
allows to effectively vary the computational granularity;

4. Materials and methods of the research and defining
an optimum ratio between the structure of a computing
environment and a computing algorithm

4. 1. The research objects, programmable tools and
equipment, which are used during the research

Functional blocks of hardware tasks, on the base of
which the modeling and researches of a new strategy of
reconfigurable computations were done, are synthesized
with Verilog — the hardware description language, and
implemented on various families of FPGA Cyclone of Al-
tera Company. To analyze time characteristics and test the
correctness of functional blocks, the Altera Development
Kit DE2 was used.

4. 2. Reasoning of an optimum ratio between a com-
puting algorithm and the structure of reconfigurable
computing environment

Acceleration index of reconfigurable computations:

P, )

where Tsw — time of task computation with one core,
Tuw — time of task computation with hardware tools,
TRreonf — reconfiguration time of computing structure, de-
fined by the authors in the previous topics [4, 11]. Accord-
ing to this, one of the efficiency criteria of reconfigurable
computing systems is the speed of computational task solu-
tion with the hardware tools Tyw. Besides this, the struc-
ture of the computing system environment has a significant
impact on the calculation time. Calculation acceleration is
traditionally achieved by increasing the calculation “seed”,
which leads to the minimization of the calculation com-
plexity of parallel processed functions and reduction of the
transferred data. But such a reconfiguration degree, which
corresponds to an ideal client computation efficiency, leads
to the great overhead to rebuild the computing structure on
the FPGA surface.

In this topic, it is proposed to solve the problem of re-
configuration optimization by defining an optimum ratio
between a computation algorithm and the structure of the
computing environment, which leads to the minimization
of the efficiency parameter T, (1). As the optimization
criteria, there is the time limitation, which is common
for reconfigurable calculations ((Ty.,. + Tyw) < Tsw), and
hardware resource limitations of the FPGA. Definition
of an optimum ratio is proposed in a way, which is based
on the notion that to achieve the maximum performance
(with Ty ), the granularity of the computation algo-
rithm, where S — the granularity coefficient of the algo-
rithm, must be equal to the granularity of the computing
space, where K — the granularity coefficient of the comput-
ing space (Fig. 1).

In Fig. 1, there is a dependency between the computation
time and the granularity degree of the computing space and
definition of the optimal time parameter, which corresponds
to the notion

S=K. (2)
The granularity coefficient of an algorithm corresponds

to the ratio of computation complexity of the algorithm to
the data transmission size:



S — VCount

Vio

)

where Veount — time complexity of the computation al-
gorithm, what equals to the number of solved operation,
V1o — number of performed data transmission operations.
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Fig. 1. Area of an optimum ratio between a computing
algorithm and a structure of a computing space

Then for some algorithm, let’s define the minimum gran-
ularity coefficient, where the algorithm has the maximum
parallelism, and the maximum granularity coefficient and
when the functional unit performs all the calculations:

S‘:l,S 0
n

max T

Let’s give a notion of k — algorithm granularity of the
computation task, which has the size of n and (k<n). Then,
the granularity coefficient of the algorithm equals to

n/k_n
k _kz' (3)

Stask =

Ratio optimization of the computing algorithm and
the computation structure has the goal to increase the
performance of parallel computations. To specify optimal
granularity, let’s define a performance index of a reconfig-
urable computing space for the FPGA, which describe a
ratio between processing speed (Vcount) and transmission
speed (Vio):

v
Kipar = \(;ount : (4)
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4. 4. Reasoning of speed criteria of the reconfigurable
computing space of the FPGA

To estimate the performance of a functional unit, which
is a hardware implementation for some task, let’s apply a
common parameter of job frequency (Ffync), which is defined
as the number of operation per time unit

Fﬁmc = i’

func

where tgne — the time to solve the computation task. For
estimation of the data processing performance of the whole
reconfigurable structure (Frpga), we get the following state-
ment, where k™ — the number of function units:
FFPGA = Ffunc X k\' (5)
The data transmission speed is limited by technical
parameters of the input/output interface of the FPGA and

data transmission channels between the memory and the
reconfigurable structure and does not overflow the value of

Fio — the work frequency of the external memory. Then, the
load frequency of functional units of hardware tasks Fio func,
implemented on the FPGA surface, is defined as:

F
FIOfl’unc =-10 . (6)
m

Based on the expressions (4)—(6), we get the perfor-
mance index of the reconfigurable FPGA space:
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4. 5. Way to find an optimum ratio of a computing al-
gorithm and the structure of a reconfigurable computing
space

Based on the expressions (2), (3) and (7), we can get the
following expression to find the granularity, which shows
an optimum ratio between a computation algorithm and the
structure of reconfigurable computing space from the sight
of the time minimization of reconfigurable computation in-
cluding the space limitations of the FGPA chip (an optimum
granularity):

k= Fix FFIO , (8)
func

func

where n — the task size and m=n/k is true for regular com-
puting structures. This is a special case, which covers regular
computing structures, particularly to compute functions of
linear algebra, matrix equations and so on.

4. 6. The physical nature of delays, which affects the
performance of reconfigurable computing space

Let’s make an assumption, that physical properties of
the FPGA chips cause the influence of the size of functional
units on time delays during the signal transmission with the
inner connection channels. Let’s define the delays of inner
reconfigurable structure, which are described as:

dipes = oo + dios

where deomm — inner communication delays, d;, — duration
of the delay to transmit the data array from memory to the
FPGA.

Hardware computation implementation allows to ef-
fectively implement the chunked data transmission. Then,
theoretically, the time to perform some algorithm with the
minimum (Syi,) and maximum (Sy.,) granularity degree
may be reduced by decreasing the number of memory access
delays:

Tsm." =[nx[m,, x(t,+t,)+7]],

min

TS,Mx =[nxt+[t,+m,, xt,]], ®)
where 1 clocks — time to process one operation, m — number
of transmitted machine words while processing one “grain”
of an algorithm, t;, — time to transmit one word of data,
to — time of a memory access. The square brackets indicated
to an atomic operation, what means to the transmission of
one data block. From the equation (9), it can be inferred that
the processing time decreases with the incensement of the
algorithm granularity (T; <T ). Given the fact that the



number of clocks needed to write or read data from memory
is proportional to the number of elements in a processed
matrix, we need to find the real dependency of delays from
configuration the reconfigurable computing space.

Reconfigurable computations at the physical level of
the FPGA chip is controlled by the state machine synthe-
sized from the code written in Verilog. Thus, the nature of
inner communication delays substantiates the execution of
the algorithm what is accompanied by transmission of the
corresponding control signals among inner communication
channels.

5. An experimental definition and finding the value of the
speed criteria of the reconfigurable computing space

5. 1. Research of the delays, caused by the physical
properties of reconfigurable computing space

We performed experiments with calculations of matrix
functions of different size, which are characterized by dif-
ferent data block sizes, which are loaded for calculations.
As the result, we have got the following dependency of data
transmission delays from the size of the functional block for
different external data sizes (Fig. 2).
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Fig. 2. Analysis of delays for chunked data transmission

Based on the results, it was figured out that the block
size from 2 to 32 bytes is characterized by long delays,
which decrease with the increasing data block size. It can
be explained by the following expression, inferred from the
theoretical statement (9): d,, =kxt,+mxt,, where k — the
number of data blocks, to — the time to set the memory point-
er to the start position and the time to receive the signal
about the ready signal; the read /write time corresponds to
one clock (t,, =1t). The following incensement of the data
block size does not reduce the delay and actually the delay
stops to depend on the data block size, because the value of m
becomes so big that the multiplication (m xt, ) plays a bigger
role, than kxt,.

We have researched the impact of space parameters of
functional blocks on time delays during the signal trans-
mission among inner communication channels. In Fig. 3,
there are the results of the research about the frequency
of functional block for implementation of the computing
algorithm of linear algebra. On the diagrams, it can be
seen that computation performance decreased by 50 %
while increasing the size of the computing function and
accordingly while increasing the space parameters of
the functional block. At the same time, the deceleration
intensity depends also on technical characteristics of an
integrated circuit.

The results of the research about the efficiency of chang-
ing the granularity according to the proposed expression (8)
are shown in Fig. 4.

Researches are done for two families of the FPGA chips
with high performance characteristics, which have a reason-
able price and are actual for use within labs.
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Fig. 4. Research of the change of computation granularity

3. 3. Modeling the way to find an optimum ratio be-
tween a task algorithm and a structure of reconfigurable
computing space

Within this topic, we have made researches for the se-
ries of computing algorithms, shown as the macro dataflow
graphs, the structure of which is generated randomly [4]. In
the roots of the examined graphs of algorithms, macro tasks
are located, which actually are the random set of matrix
operations of different size. Based on the developed library
of functional blocks, we have made an appropriate modeling
of the proposed way to find an optimum ratio of a computing
algorithm to the structure of a computing space based on
the expression (8). Based on our researches, we have got the
dependency of time of reconfigurable computations on the
size of the similar tasks. In Fig. 5, there is an effect of usage
of proposed methods [4] to speed up reconfiguration with
incorporating the proposed methods.
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Fig. 5. Research of a computation acceleration rate

At critical areas, which correspond to the occurrence
of space limitations of the FPGA chip, there is a sharp
reduction of intensity of reconfiguration by 85 % [4]. The
proposed method of finding an optimum ratio of a computing
algorithm to computing space reduce the influence intensity
of space limitation on the computation performance in par-
ticular by 10 % on average.

6. Discussing the research and experiments results

The researches done in the topic approve the theoretical
notion about an impact of physical processes features at the
FPGA chips on the efficiency of reconfigurable computa-




tions. Graphics I and II at the diagram (Fig. 2) show that in
case of implementation of the maximum granularity coeffi-
cient while increasing the task size there is a great decrease
of performance. Graphics III and IV show the results of
applying the proposed method to find an optimum ratio of
computing algorithm to the structure of computing environ-
ment. A granularity optimization of reconfigurable compu-
tations based on the proposed method leads to the increase
of computation from 9 % to 15 % on average and depends on
technical properties of the FPGA chips.

The research of the efficiency of blocked data trans-
mission, which theoretically leads to the linear decrease of
input/output delays due to the increase of the data block
size, proves that the increase of the data block size for matrix
operation of the size more than 128 can be neglected for the
input/output delay.

The library of functional blocks for matrix operations
was developed and examined, particularly we worked with
the operation of matrix addition and multiplying a matrix by
a scalar. To get the most objective experimental evaluation
of values of delays of the FPGA computing space, opera-
tions, which are evaluated for any tasks size in one tact,
were researched. But such values are true for any comput-
ing operation because the researched delays appear at data
input/output and computation control stages.

The researches done in this topic follow the research-
es, which are described in details in previous topics [4, 5]
and aimed at increasing the reconfigurable computations
efficiency by space solution optimizations. As the further
researches, we plan to expand the library of the functional
block to solve the wide range of tasks of big and super big size
on reconfigurable computing units of the FPGA.

7. Conclusions

Performance criteria of reconfigurable computing
space, which are researched in this topic, are based on
finding an optimum ratio between a computing algorithm
and the structure of the computing environment in terms of
minimization of reconfigurable time, minimization of data
transmission delays and space and structural and function-
al limitations of reconfigurable computing units based on
the FPGA. Consideration of the defined criteria during
solving the task of mapping algorithms on reconfigurable
computing structure allows to take into account critical
parameters such as signal spread delays on the physical
level of the FPGA chips, the negative impact of which,
based on the research, linearly depends on the “seed” of
computations.

The proposed method to find an optimum ratio between
a computing algorithm and the structure of reconfigurable
computing space, which is based on the defined performance
criteria, allowed implementing a new strategy of task map-
ping, based on the mutual adaptation of the computing algo-
rithm and the computing environment. It allows to increase
the client efficiency of reconfigurable computing systems
built on the FPGA basis by 10 % based on the results of the
research.

The library of functional cores to solve tasks of lin-
ear algebra and matrix operations, proposed and build
on the FPGA, allowed providing the set of functional
blocks with optimum characteristics according to defined
performance criteria of reconfigurable computing space,
which provides an efficient way to vary the computation
granularity.

References

1. Bassiri, M. M. Mitigating Reconfiguration Overhead In On-Line Task Scheduling For Reconfigurable Computing Systems
[Text] / M. M. Bassiri, H. S. Shahhoseini // 2010 2nd International Conference on Computer Engineering and Technology. —

2010. — Vol. 4. — P. 397-402. doi: 10.1109/iccet.2010.5485509

2. Al-Wattar, A. Efficient On-line Hardware/Software Task Scheduling for Dynamic Run-time Reconfigurable Systems [Text] /
A. Al-Wattar, S. Areibi, E Saffih // 2012 IEEE 26th International Parallel and Distributed Processing Symposium Workshops &

PhD Forum, 2012. — P. 401-406. doi: 10.1109/ipdpsw.2012.50

3. Liu, S. Achieving Energy Efficiency through Runtime Partial Reconfiguration on Reconfigurable Systems [Text] / S. Liu,
R.N. Pittman, A. Forin, J.-L. Gaudiot // ACM Transactions on Embedded Computing Systems. — 2013. — Vol. 12, Issue 3. — P. 1-21.

doi: 10.1145/2442116.2442122

4. Kulakov, Y. O. Devising statistic models of milking duration on the conveyor milking machines [Text] / Y. O. Kulakov, I. A. Kly-
menko, M. V. Rudnytskyi // Eastern-European Journal of Enterprise Technologies. — 2015. — Vol. 4, Issue 4 (76). — P. 25-29.

doi: 10.15587,/1729-4061.2014.28951

5. Kulakov, Y. O. The multilevel memory in the reconfigurable computing system [Text] /Y. O. Kulakov, I. A. Klymenko // Visnyk
NTUU «KPI». Informatyka, upravlinnia ta obchislyuvalna technika. — 2014. — Vol. 61. — P. 18-26.

6. Levchenko, R. I. A System of Automatic Dynamic Paralleling of Computations for Multiprocessor Computer Systems with Weak
Connection (DDCI) [Text] / R. L. Levchenko, O. O. Sudakov, S. D. Pogorelij, Y. V. Bojko // USiM. — 2008. — Vol. 3. — P. 66-72.

7. Ahmed, W. Adaptive Resource Management for Simultaneous Multitasking in Mixed-Grained Reconfigurable Multi-core Proces-
sors [Text] / W. Ahmed, M. Shafique, L. Bauer, J. Henkel // Proceedings of the 9th International Conference on Hardware/Software
Codesign and System Synthesis (CODES+ISSS), 2011. — P. 365-374.

8. Koenig, R. Kahrisma: A Novel Hypermorphic Reconfigurable-Instruction-Set Multi-grained-Array Architecture [Text] / R. Koe-
nig, L. Bauer, T. Stripf, M. Shafique, W. Ahmed, J. Becker, J. Henkel // 2010 Design, Automation & Test in Europe Conference &
Exhibition (DATE 2010), 2010. — P. 819-824. doi: 10.1109/date.2010.5456939

9. Sourdis I. Resilient Chip Multiprocessors with Mixed-Grained Reconfigurability [Text] / I. Sourdis, D. A. Khan, A. Malek et. al. //
IEEE Micro. — 2016. — Vol. 36, Issue 1. — P. 35-45. doi: 10.1109/mm.2015.7

10.  Yin, S. Memory-Aware Loop Mapping on Coarse-Grained Reconfigurable Architectures [Text] / S. Yin, X. Yao, D. Liu et. al. //
IEEE Transactions on Very Large Scale Integration (VLST) Systems. — 2016. — Vol. 24. — P. 1895—1908.

11.  Klymenko, I. A. The method of optimization reconfiguration for the dynamic reconfigurable computer [Text] / I. A. Klymenko //
Visnyk NTUU «KPI». Informatyka, upravlinnia ta obchislyuvalna technika. — 2015. — Vol. 63. — P. 93—-100.



