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of the FPGA chips and can be effectively used to solve tasks 
of big size.

2. Analysis of literature and the given problems

There are a lot of methods and technologies for reconfig-
uration overhead reduction. The most known are resource 
reuse [1], caching of configuration data [2], forward reconfig-
uration [4], hardware tools of input/output acceleration [3]  
and optimization of the virtual structure of configuration 
data [5]. Each of them is based on the maximum possible 
reconfiguration acceleration of type “Best Effort” without 
any optimization of space solution and excluding hardware 
and technological limitations of the FPGA. Overcoming the 
space limitations of the FPGA is done with standard tools, for 
example, defragmentation of the computational surface of the 
FPGA [1, 2], loading out non-critical configuration [1, 2, 4], 
which brings an additional overhead to the reconfiguration. 

Granularity is considered as an effective space solution 
in the field of parallel computation [6]. The reconfiguration 
possibilities of the computing structure give perspectives to 
build an ideal computing structure for each task by varying 
the granularity level. Well-known methods and tools to vary 

1. Introduction

In recent years, the development of the field-program-
mable gate arrays (FPGA), which are dynamically recon-
figurable, made preconditions and new possibilities for 
increasing the efficiency of parallel computing systems by 
making it possible to reconfigure a computing system at 
run-time [1–3]. However, an effective implementation of 
tasks mapping on the dynamically reconfigurable system is 
connected with great inefficient wastes of time and perfor-
mance during its reconfiguration [1, 2]. The problem is about 
the hardware resource limitations of the FPGA, overcoming 
of which, especially during the solution of tasks of a big size, 
additionally increase reconfiguration overhead. Features of 
physical processes of signal spreading at the chip level of the 
FPGA have a great negative impact on mapping efficiency, at 
the same time any of the known overhead reduction methods 
include these figures. In effect, this can negate any hardware 
accelerations.

In summary, the relevance of this topic is caused by the 
need of the development of new or of improving the known 
tools of tasks mapping on the computational structure of 
dynamically reconfigured computational systems, which in-
clude hardware, constructive and technological limitations 
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нікаційних затримок фізичного рівня кристалів 
програмованих логічних інтегральних схем (ПЛІС). 
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the granularity level, developed for fixed computing struc-
tures [6], do not consider features of reconfigurable compu-
tations and cannot be effective for such a usage.

In the field of reconfigurable computing systems, the 
problems of varying the granularity level are described in 
the following topics: 

[7] – tasks mapping is done based on the idea of defin-
ing the needed amount of computational resources from 
the global reconfigurable computing space, which is shared 
among cores, which consists of predefined sets of fine-
grained and coarse-grained modules;

[8, 9] – the principle of reconfiguration based on the 
usage of hardware instruction set extensions (ISEs) to ac-
celerate functional core;

[10] – the principle of reconfiguration, based on the us-
age of coarse-grained reconfigurable architectures. These 
known solutions of tasks mapping are based on defining the 
minimum amount of hardware to provide the required solu-
tion time for the algorithm by reconfiguring connection 
channels between issued computing structures. The granu-
larity variation is limited with adjustment of the computa-
tional algorithm to the defined form, caused by the system 
structure. The problem of adopting a computing structure 
to the requirements of the task, according to the paradigm 
on reconfigured computations, is not discussed in the over-
viewed topics. Also, the problem of hardware limitations of 
the computing structure, which appears in case of incom-
patible increment of task size, is neither discussed.

Despite the fact that extreme level of modern FPGAs 
integration allows to abstract from space limitations of the 
FPGA chips, space, technological and physical characteris-
tics of the FPGA chips have a certain impact on the efficien-
cy of reconfigurable computations during the task solution 
of big size. The computational “seed” size is affected not only 
by traditional parameters of parallel algorithm complexity 
and FPGA space parameters, but is also greatly affected by 
transfer delays of the inner channels of data transmission. 
These issues have never been studied before.

It should be noted, that known tools of task mapping on 
the parallel computing structure are developed for the fixed 
architectures or switched computing environment, cannot 
be effectively used to solve tasks of big size on reconfigu-
rable computing systems, which have certain software or 
hardware limitations. It proves unsolved issues in the field 
of reconfigured computing systems and also the need and 
expediency of the researches done in this work.

3. Goal and tasks of the research

The purpose of the research is the improvement of effi-
ciency of dynamically reconfigured system by the new tasks 
mapping strategy, which is based on the mutual adaptation 
of computing algorithm and computing environment.

To achieve the study goal, it is needed to solve the fol-
lowing tasks:

– determining and researching criteria of fast reconfigu-
rable computing FPGA space;

– development of the way to determine an optimum ratio 
of the structure of reconfigurable computing FPGA space 
and computing algorithm based on the determined perfor-
mance criteria;

– development of the library of software cores, which 
allows to effectively vary the computational granularity;

4. Materials and methods of the research and defining 
an optimum ratio between the structure of a computing 

environment and a computing algorithm 

4. 1. The research objects, programmable tools and 
equipment, which are used during the research

Functional blocks of hardware tasks, on the base of 
which the modeling and researches of a new strategy of 
reconfigurable computations were done, are synthesized 
with Verilog – the hardware description language, and 
implemented on various families of FPGA Cyclone of Al-
tera Company. To analyze time characteristics and test the 
correctness of functional blocks, the Altera Development 
Kit DE2 was used.

4. 2. Reasoning of an optimum ratio between a com-
puting algorithm and the structure of reconfigurable 
computing environment

Acceleration index of reconfigurable computations:

SW

Rconf HW

T
,

T T
ρ =

+
	 (1)

where TSW – time of task computation with one core, 
THW – time of task computation with hardware tools,  
TRconf – reconfiguration time of computing structure, de-
fined by the authors in the previous topics [4, 11]. Accord-
ing to this, one of the efficiency criteria of reconfigurable 
computing systems is the speed of computational task solu-
tion with the hardware tools THW. Besides this, the struc-
ture of the computing system environment has a significant 
impact on the calculation time. Calculation acceleration is 
traditionally achieved by increasing the calculation “seed”, 
which leads to the minimization of the calculation com-
plexity of parallel processed functions and reduction of the 
transferred data. But such a reconfiguration degree, which 
corresponds to an ideal client computation efficiency, leads 
to the great overhead to rebuild the computing structure on 
the FPGA surface.

In this topic, it is proposed to solve the problem of re-
configuration optimization by defining an optimum ratio 
between a computation algorithm and the structure of the 
computing environment, which leads to the minimization 
of the efficiency parameter HWT  (1). As the optimization 
criteria, there is the time limitation, which is common 
for reconfigurable calculations ( Rconf HW SW(T T ) T+ < ), and 
hardware resource limitations of the FPGA. Definition 
of an optimum ratio is proposed in a way, which is based 
on the notion that to achieve the maximum performance  
(with HWT ↓), the granularity of the computation algo-
rithm, where S – the granularity coefficient of the algo-
rithm, must be equal to the granularity of the computing 
space, where K – the granularity coefficient of the comput-
ing space (Fig. 1). 

In Fig. 1, there is a dependency between the computation 
time and the granularity degree of the computing space and 
definition of the optimal time parameter, which corresponds 
to the notion 

S=K.	 (2)

The granularity coefficient of an algorithm corresponds 
to the ratio of computation complexity of the algorithm to 
the data transmission size:
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IO

V
S ,

V
= 	

where VCount – time complexity of the computation al-
gorithm, what equals to the number of solved operation,  
VIO – number of performed data transmission operations.

Fig. 1. Area of an optimum ratio between a computing 
algorithm and a structure of a computing space

Then for some algorithm, let’s define the minimum gran-
ularity coefficient, where the algorithm has the maximum 
parallelism, and the maximum granularity coefficient and 
when the functional unit performs all the calculations:

min

1
S ,

n
=  max

n
S .

1
= 	

Let’s give a notion of k – algorithm granularity of the 
computation task, which has the size of n and (k n£ ). Then, 
the granularity coefficient of the algorithm equals to 

task 2

n / k n
S .

k k
= = 	 (3)

Ratio optimization of the computing algorithm and 
the computation structure has the goal to increase the 
performance of parallel computations. To specify optimal 
granularity, let’s define a performance index of a reconfig-
urable computing space for the FPGA, which describe a 
ratio between processing speed (VCount) and transmission 
speed (VIO): 

Count
FPGA

IO

v
K .

v
= 	 (4)

4. 4. Reasoning of speed criteria of the reconfigurable 
computing space of the FPGA 

To estimate the performance of a functional unit, which 
is a hardware implementation for some task, let’s apply a 
common parameter of job frequency (Ffunc), which is defined 
as the number of operation per time unit

func
func

1
F ,

t
= 	

where tfunc – the time to solve the computation task. For 
estimation of the data processing performance of the whole 
reconfigurable structure (FFPGA), we get the following state-
ment, where k`  – the number of function units:

FPGA funcF F k`.= × 	 (5)

The data transmission speed is limited by technical 
parameters of the input/output interface of the FPGA and 
data transmission channels between the memory and the 
reconfigurable structure and does not overflow the value of 

FIO – the work frequency of the external memory. Then, the 
load frequency of functional units of hardware tasks FIO_func, 
implemented on the FPGA surface, is defined as:

IO
IO_func

F
F .

m
= 	 (6)

Based on the expressions (4)–(6), we get the perfor-
mance index of the reconfigurable FPGA space:

funcFPGA
FPGA

IO_func IO

F k`F
K ,

F F / m
×

= =  FPGAK 1.≥ 	 (7)

4. 5. Way to find an optimum ratio of a computing al-
gorithm and the structure of a reconfigurable computing 
space

Based on the expressions (2), (3) and (7), we can get the 
following expression to find the granularity, which shows 
an optimum ratio between a computation algorithm and the 
structure of reconfigurable computing space from the sight 
of the time minimization of reconfigurable computation in-
cluding the space limitations of the FGPA chip (an optimum 
granularity):

IO

func func

Fn
k ,

F F
= × 	 (8)

where n – the task size and m=n/k is true for regular com-
puting structures. This is a special case, which covers regular 
computing structures, particularly to compute functions of 
linear algebra, matrix equations and so on.

4. 6. The physical nature of delays, which affects the 
performance of reconfigurable computing space

Let’s make an assumption, that physical properties of 
the FPGA chips cause the influence of the size of functional 
units on time delays during the signal transmission with the 
inner connection channels. Let’s define the delays of inner 
reconfigurable structure, which are described as:

FPGA comm iod d d ,= + 	

where dcomm – inner communication delays, dio – duration 
of the delay to transmit the data array from memory to the 
FPGA.

Hardware computation implementation allows to ef-
fectively implement the chunked data transmission. Then, 
theoretically, the time to perform some algorithm with the 
minimum (Smin) and maximum (Smax) granularity degree 
may be reduced by decreasing the number of memory access 
delays:

minS min io 0T [n [m (t t ) ]],= × × + + τ  

maxS 0 max ioT [n [t m t ]],= × τ + + × 	 (9)

where τ clocks – time to process one operation, m – number 
of transmitted machine words while processing one “grain” 
of an algorithm, tio – time to transmit one word of data,  
t0 – time of a memory access. The square brackets indicated 
to an atomic operation, what means to the transmission of 
one data block. From the equation (9), it can be inferred that 
the processing time decreases with the incensement of the 
algorithm granularity (

max minS ST T< ). Given the fact that the 
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number of clocks needed to write or read data from memory 
is proportional to the number of elements in a processed 
matrix, we need to find the real dependency of delays from 
configuration the reconfigurable computing space.

Reconfigurable computations at the physical level of 
the FPGA chip is controlled by the state machine synthe-
sized from the code written in Verilog. Thus, the nature of 
inner communication delays substantiates the execution of 
the algorithm what is accompanied by transmission of the 
corresponding control signals among inner communication 
channels.

5. An experimental definition and finding the value of the 
speed criteria of the reconfigurable computing space

5. 1. Research of the delays, caused by the physical 
properties of reconfigurable computing space

We performed experiments with calculations of matrix 
functions of different size, which are characterized by dif-
ferent data block sizes, which are loaded for calculations. 
As the result, we have got the following dependency of data 
transmission delays from the size of the functional block for 
different external data sizes (Fig. 2).

Fig. 2. Analysis of delays for chunked data transmission

Based on the results, it was figured out that the block 
size from 2 to 32 bytes is characterized by long delays, 
which decrease with the increasing data block size. It can 
be explained by the following expression, inferred from the 
theoretical statement (9): io 0 iod k t m t= × + × , where k – the 
number of data blocks, t0 – the time to set the memory point-
er to the start position and the time to receive the signal 
about the ready signal; the read/write time corresponds to 
one clock ( iot 1= τ). The following incensement of the data 
block size does not reduce the delay and actually the delay 
stops to depend on the data block size, because the value of m 
becomes so big that the multiplication ( iom t× ) plays a bigger 
role, than 0k t× .

We have researched the impact of space parameters of 
functional blocks on time delays during the signal trans-
mission among inner communication channels. In Fig. 3, 
there are the results of the research about the frequency 
of functional block for implementation of the computing 
algorithm of linear algebra. On the diagrams, it can be 
seen that computation performance decreased by 50 % 
while increasing the size of the computing function and 
accordingly while increasing the space parameters of 
the functional block. At the same time, the deceleration 
intensity depends also on technical characteristics of an 
integrated circuit.

The results of the research about the efficiency of chang-
ing the granularity according to the proposed expression (8) 
are shown in Fig. 4.

Researches are done for two families of the FPGA chips 
with high performance characteristics, which have a reason-
able price and are actual for use within labs.

Fig. 3. Experimental performance estimation of functional 
blocks

Fig. 4. Research of the change of computation granularity

5. 3. Modeling the way to find an optimum ratio be-
tween a task algorithm and a structure of reconfigurable 
computing space

Within this topic, we have made researches for the se-
ries of computing algorithms, shown as the macro dataflow 
graphs, the structure of which is generated randomly [4]. In 
the roots of the examined graphs of algorithms, macro tasks 
are located, which actually are the random set of matrix 
operations of different size. Based on the developed library 
of functional blocks, we have made an appropriate modeling 
of the proposed way to find an optimum ratio of a computing 
algorithm to the structure of a computing space based on 
the expression (8). Based on our researches, we have got the 
dependency of time of reconfigurable computations on the 
size of the similar tasks. In Fig. 5, there is an effect of usage 
of proposed methods [4] to speed up reconfiguration with 
incorporating the proposed methods.

Fig. 5. Research of a computation acceleration rate

At critical areas, which correspond to the occurrence 
of space limitations of the FPGA chip, there is a sharp 
reduction of intensity of reconfiguration by 85 % [4]. The 
proposed method of finding an optimum ratio of a computing 
algorithm to computing space reduce the influence intensity 
of space limitation on the computation performance in par-
ticular by 10 % on average.

6. Discussing the research and experiments results

The researches done in the topic approve the theoretical 
notion about an impact of physical processes features at the 
FPGA chips on the efficiency of reconfigurable computa-
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tions. Graphics I and II at the diagram (Fig. 2) show that in 
case of implementation of the maximum granularity coeffi-
cient while increasing the task size there is a great decrease 
of performance. Graphics III and IV show the results of 
applying the proposed method to find an optimum ratio of 
computing algorithm to the structure of computing environ-
ment. A granularity optimization of reconfigurable compu-
tations based on the proposed method leads to the increase 
of computation from 9 % to 15 % on average and depends on 
technical properties of the FPGA chips.

The research of the efficiency of blocked data trans-
mission, which theoretically leads to the linear decrease of 
input/output delays due to the increase of the data block 
size, proves that the increase of the data block size for matrix 
operation of the size more than 128 can be neglected for the 
input/output delay.

The library of functional blocks for matrix operations 
was developed and examined, particularly we worked with 
the operation of matrix addition and multiplying a matrix by 
a scalar. To get the most objective experimental evaluation 
of values of delays of the FPGA computing space, opera-
tions, which are evaluated for any tasks size in one tact, 
were researched. But such values are true for any comput-
ing operation because the researched delays appear at data  
input/output and computation control stages.

The researches done in this topic follow the research-
es, which are described in details in previous topics [4, 5] 
and aimed at increasing the reconfigurable computations 
efficiency by space solution optimizations. As the further 
researches, we plan to expand the library of the functional 
block to solve the wide range of tasks of big and super big size 
on reconfigurable computing units of the FPGA.

7. Conclusions

Performance criteria of reconfigurable computing 
space, which are researched in this topic, are based on 
finding an optimum ratio between a computing algorithm 
and the structure of the computing environment in terms of 
minimization of reconfigurable time, minimization of data 
transmission delays and space and structural and function-
al limitations of reconfigurable computing units based on 
the FPGA. Consideration of the defined criteria during 
solving the task of mapping algorithms on reconfigurable 
computing structure allows to take into account critical 
parameters such as signal spread delays on the physical 
level of the FPGA chips, the negative impact of which, 
based on the research, linearly depends on the “seed” of 
computations.

The proposed method to find an optimum ratio between 
a computing algorithm and the structure of reconfigurable 
computing space, which is based on the defined performance 
criteria, allowed implementing a new strategy of task map-
ping, based on the mutual adaptation of the computing algo-
rithm and the computing environment. It allows to increase 
the client efficiency of reconfigurable computing systems 
built on the FPGA basis by 10 % based on the results of the 
research.

The library of functional cores to solve tasks of lin-
ear algebra and matrix operations, proposed and build 
on the FPGA, allowed providing the set of functional 
blocks with optimum characteristics according to defined 
performance criteria of reconfigurable computing space, 
which provides an efficient way to vary the computation 
granularity.
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