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3acobamu moeu npoepamyeanns Python pospoéaena wxom-
nomepna cucmema (KC) ona zenepauii cemanmuunozo waoaony
epynu 00KYMeHmMi6 MemoooM JIAMeHMHe-CeMaAHMUUH020 AHAI3Y
(JICA). Cucmema ympumye 6icim npozpamnux Mooy.Jis, KojiCHUL
3 axux euxonye ooun eman JICA. YHikanonumu € Mo0Yyio KOHmMp-
010 ACMOMHOT MAMPUYi CAi6-00KYMeHmié ma Mooyab UMIPY
cemanmuunoi eidcmani misxc 0okymenmamu waodaony. Adanmayis
KC 00 3amicmy ma cmpyxmypu wabaony 0oxymenmis 30ilicHIoemv-
cs 3MIHONW CKAa0Yy npautorouux mooynie. 3 euxopucmannam KC
docaioceno 6naue Ha pesyavmamu zeHepayii wadaoHie Memooom
JICA maxux gpaxmopis, ax: HOpMaANI3aAUiL 4ACMOMHOT MaAMPUi,
BUKIIOUEHHSL 00UH PA3 6IHCUBAHUX CJIiB, BUKIIOUEHHS OOKYMeEH-
mie, He N06’A3AHUX 31 CRITLHUMU COBAMU,00PAHHA MIpU 6I0NIKY
cemanmuunoi eidcmani misic 00Kymenmamu

Knouo6i cnosa: memod namenmmue-cemMaHmuunozo anami-
3y, KoMn’tomepHa cucmema, CeMaHMuvHa 6i0CMAHb, CEMAHMUY-
HUll WabA0H, NPoZPAMHULL MOOYTb, 3ACOOU MOBU NPOLPAMYEAHHS
Python

=, u]

Cpedcmeamu sa3vika npoepammuposanus Python paspaboma-
Ha komnvromepuas cucmema (KC) ons zenepayuu cemanmuuecro-
20 waobaona pynnvl 0OKYMeHNMO08 MemoooM JIAMEHMHO-CeMAHMU-
yecxozo anaausa (JICA). Cucmema codepiicum 6ocemv npoepamm-
HbIX MOOYJe, Kancoblii u3 Komopuix évinoansem ooun yman JICA.
Yuuranvnoimu seasromes mooyas KOHMPONS HACMOMHOU MAMPU-
Ubl CN08-00KYMEHMO8 U MOOYTb UIMEPEHUS CEMAHMUUECKO20
paccmosanus mexncoy doxymenmamu wabnona. Adanmavus KC x
codepiicanuio u cmpyxmype waénonos 00KYMeHmos ocyujecm-
easemca usmenenuem naéopa padomarowux mooynei. C ucnoan-
306anuem KC uccnedosano enusnue na pesynomamot 2enepayuu
waobn01068 memodom JICA maxux paxmopos, kax: Hopmanrusauus
YACMOMHOU MAMPUYUbL, UCKIIOUEHUE UCNOTb30BAHHBIX 00UH PA3
C108, UcKIIOUeHUe 0OKYMEHMO8, He C8A3AHHBIX C 00UUMU Cl06A-
Mu, 6b100p Mepvl OMCHEMa CEMAHMUUECK020 PACCMOAHUSL MENHCOY
doxymenmamu

Knrouesvie cnosa: memoo namenmuo-ceMaHmuueckozo ama-
aU3a, KOMNLIOMepHas cucmema, CeManmuueckoe paccmosiHue,
ceManmuueckuii wadaoH, npoPAMMHBLEL MOOYIb, CPEOCMEa A3blKa
npozpammuposanus Python
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1. Introduction

Semantic text analysis is one of the key problems of
both the theory of artificial intelligence systems, related
to natural language processing (NLP) and computational
linguistics. Results of semantic analysis can be used to solve
problems in the fields such as psychiatry (for diagnosing pa-
tients), political science (predicting election results), trade
(analysis of demand for certain goods on the basis of the
product reviews), philology (analysis of manuscripts), search
engines, machine translation.

Despite a demand in almost all spheres of human life,
semantic analysis is one of the most complex mathematical
problems.

An important task is developing software for automatic
processing of speech and text data to improve information

retrieval systems with advanced features that use natural
language queries.

The research of the method of latent semantic analysis
(LSA) allows automating a number of text data processing
cycles, including document indexing by thematic groups,
plagiarism detection, forming databases of natural language
queries. Therefore, software implementation, especially such
that can increase the resolution of the method is an ex-
tremely urgent task of scientists and information technology
developers.

2. Literature review and problem statement

There are several methods of semantic text analysis,
which can be divided into two groups [1]: linguistic analysis;




statistical analysis. LSA, or latent semantic indexing (LSI),
is one of the most effective statistical approaches. The LSA
method allows retrieving context-dependent meanings of
words using statistical processing of large sets of text data.
It is based on the principles of analysis of major components
applied to the creation of artificial neural networks. The set
of all contexts, in which the word is either found, or not, im-
poses a lot of mutual constraints, which allow determining
the similarity of semantic meanings of words and sets of
words.

The drawback of the method in the implementation in
computer systems is a resolution reduction because individu-
al words are removed from the text to preserve the computa-
tion speed while increasing input data. This problem occurs
in processing the results of singular value decomposition of
a frequency matrix (SVD transform) when full vectors of
words and documents are used for determining the semantic
distance of words and documents.

Computer implementation of semantic analysis of the
Arabic text is shown in [2]. Given the Arabic language fea-
tures, the authors propose correlation noise filtering instead
of SVD transform of the frequency matrix. However, singu-
lar value decomposition of the frequency matrix (SVD) is
more versatile and better investigated.

An interesting development of the semantic analysis
computer system is presented in [3]. The authors propose
to hold the LSA of signatures to graphic documents, posted
on the network. This shows the need to improve computer
implementation of the LSA method for short names and
information messages.

According to the authors, the project presented in [4]
could be a conceptual breakthrough in computer implemen-
tation of LSA. It is proposed first to develop a semantic tem-
plate that represents semantic features of the content of each
document in a special case in the form of a document-term
matrix. Hidden LSA is added to the semantic vector space
graph. Then the query content can be identified by the
cluster in the semantic space graph. The effectiveness of the
model will be high. But first, it is necessary to work out the
computer implementation of the semantic template allowing
for the LSA features.

Since the implementation of the above project in search
engines and systems for determining the identity of texts has
significant commercial benefits, publications on this subject
in printed literature are unavailable.

It is advisable to consider publications of some devel-
opers on the Internet. These publications should take into
account that the non-working computer program listing
was published for the aforementioned reason, but the results
in the form of numerical data, as verified by the authors of
the present work are real. The advantages of the Python
programming language in the development of computer
systems (CS) to work with text data are shown in [5]. This
is primarily the Python-based Natural Language Toolkit
(NLTK: nltk.org).

Developments of computer systems, known to the
authors used the LSA method partially without the frequen-
cy matrix normalization and without an interface. Thus,
news headlines, forming three groups with common sense
were used for the input data in [6]. So-called stop words that
do not reflect the content, and individual words that occur
once were selected from the headlines. For this, as well as
for the frequency matrix construction, word stems that have
been determined by the Porter algorithm were used [7].

The author of [6] gives the results of SVD transform of the
frequency matrix. The drawback is the lack of the frequency
matrix normalization and the uncertainty of the practical
application of the results.

A computer program for the LSA implementation in the
Python programming language is given in [8]. The program
contains the TF-IDF module [9], but it is used only to
determine the so-called basic word, the selection method
of which is not provided by the author. The downside of
[8] is the lack of the frequency matrix normalization and
the uncertainty of practical application of the results. The
absence of any interface and links to the nltk Python li-
brary does not allow determining the program operability.
Although the work [10] is aimed at practical use — deter-
mination of authorship authenticity of scientific papers by
the LSA method, the work does not provide any data on
the computer system that would have the means to study
this method.

Even a very limited number of the given periodicals
indicates that the studies of LSA should be continued with
the advent of new application areas. These are, in particular,
developments of computer systems (CS) to create semantic
templates of document groups or clustering of short docu-
ment titles by the LSA method. In addition, the use of the
NLTK Python library with the graphical user interface is
promising for these developments. The graphical user inter-
face is required to identify groups of documents on a specific
subject not only by numerical indices of semantic distances
of words and documents, but in their graphical representa-
tion for visual observation and handling. According to the
publications provided, the semantic template increases the
efficiency of search engines, which is a priority at the present
development stage of information technology.

3. Research goals and objectives

The goal of the paper is to study the application of the
LSA method to create semantic templates of groups of doc-
uments.

To achieve this goal, the following problems were iden-
tified:

—to develop the CS with flexible structure with the
graphical user interface, suitable for the study of the LSA
method using the Python programming language and the
NLTK library by means of stemming and tokenization;

— to examine the impact of the frequency matrix nor-
malization on the LSA results, the use of the words found
in all documents only once, the use of the cosine of the dif-
ference of angles between the vector of the group of basic
words and vectors of documents to account for the semantic
distance;

—to develop an algorithm for cyclic removal of docu-
ments unrelated in content from the frequency matrix and
apply it in the CS.

4. Means and methods of research of LSA of
text documents

4. 1. Functional diagram of LSA research

The functional diagram necessary for development
(CS) is shown in Fig. 1. The diagram is divided into mod-
ules and units with the functions that are implemented by



means of the Python programming language 3.4, namely
the libraries nltk, numpy, scipy. The units enable or disable
the modules, which allows examining the impact of re-
moval of individual words, the effect of the frequency
matrix normalization procedure, the influence of the meth-
od for determining a measure of distance between docu-
ments starting from the basic word. Besides, in the event
of the degenerate frequency matrix, consistent removal of
unrelated documents is made automatically, which greatly
simplifies the analysis.

For example, let us consider the operation results of
the construction module of the frequency matrix of the
word stem-document type. Stemming procedure is first
performed according to the Porter algorithm. This is done
in the Python by means of the Snowball Stemmer module.
A code snippet of this procedure consists of three rows.
The module is imported in the first row, the language for
stemming in the stem variable is set in the second row for
one of the following abbreviations of languages - ‘danish’,
‘dutch’, ‘english’, ‘finnish’, ‘french’, ‘german’, ‘hungari-
an’, ‘italian’,norwegian’, ‘porter’, ‘portuguese’, ‘romanian’,
‘russian’, ‘spanish’, ‘swedish’. In the third row, we get the
word stem in a variable stemword for the word in the word
variable:

from nltk.stem import SnowballStemmer

stemmer=SnowballStemmer(stem)

stemword=stemmer.stem(word)

The matrix has the form:

wikileaks {[ 1.0,0 0,0 1. 0,0 1. 0,0 1. 0,0 |}

apecrosa {[ 0,0 0,0 0,0 1. 0,0 0,0 0,0 1. 0,0 )

Beaukobpuras {[ 0,0 0,0 0,0 1. 0,0 0,0 0,0 1. 0,0 ]}

pyuer {[ 0,0 0,0 1. 0,0 1. 0,0 0,0 0,0 1.]}

HobGesesck {[ 0,0 0,0 1. 0,0 1. 0,0 0,0 0,0 1.]}

ocuosareu {[ 1. 0,0 0,0 1. 0,0 1. 0,0 1. 0,0 |}

noawu {[ 1. 0,0 0,0 0,0 0,0 0,0 0,0 1. 0,0 ]}

mpen {[ 0,0 0,0 1. 0,0 1. 0,0 0,0 0,0 1.]}

mpor {[ 0,0 1. 0,0 0,0 0,0 0,0 1. 0,0 0,0 ]}

crpas {[ 0,0 0,0 1.0,0 0,0 0,0 1. 0,0 0,0 |}

ey {[ 0,0 1.0,0 0,0 0,0 1.0,0 0,0 0,0 ]}

cma {[ 0,0 1.0,0 0,0 0,0 0,0 1. 0,0 0,0 ]}

nepenor {[ 0,0 0,0 1.0,0 1. 0,0 0,0 0,0 0,0 |}

Using the word stem allows you to allocate correctly the
word in documents, so a change of the case does not mean a
change of the word.

4. 2. Research software interface

The documents subject to the analysis are shown in the
first top field of the main form (Fig. 2), stop and individual
words and all stages of the frequency matrix transform in
the second, the LSA results as pairs of documents with
common words and the growing distance between the pairs
in the third. In addition, the program builds a graphical rep-
resentation of documents and words in a two-dimensional
semantic space.

Document removal unit that forms a
blank column in the frequency matrix

Module of document Module of removal The construction Frequency

preparation for analysis | o of individual and module of the matrix

(conversion of documents stop words from the frequency matrix analysis

in lists and making copies) common text of of the word stem- module

document type
documents
Disabling unit of the removal
module of individual words
Disabling unit of the Sin 4
g | gular value decomposition module
normalization module Dpcpm@t
Word matrix unit U mmllgrlty
F tri determination
requency matrix - - -
normalization Diagonal matrix unit S module
module by TF-IDF Euclidean ]

Document matrix unit Vt measure of

distance

Cosine
Basic word determination unit measure of

distance

Module of visualization of results

with the recycling function of the

highlighted fragment

Fig. 1. Functional diagram of comparative research of LSA
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VcxoaHbIE JOKYMEHTI
Hom.nok--0 TekcT-bprTaHckan nonuumnA 3HaeT o MeCToHaxoxaeHm ocHosatena WikiLeaks
Hom.gok—1 Tekct-B cyge CLUA HaumHaeTcA npoLiecc NPpOTHB POCCUAHMHA, pacChinaBLuero
cnam
Hom.nok--2 Tekct-Liepemonnio spy4enna HoDenesckoit npemun mMupa Bofikotnpyiot 19 cTpax
Hom.[ok-3 TekcT-B BenukoBpuTaHun apecToBaH ocHoBaTenkb caiita Wikileaks [hxynuan
AccaHmx
Hom.nok--4 TekcT-YKkpanHa NrHopupyeT LlepemMoHitio BpyYeHna Hobenesckoi npemut
Hom nok--5 TekcT-LBeackuii cya oTka3anca paccMaTpyBaTh anennaluio ocHoBaTensa
Wikileaks
(CnoBa KoTopble BCTPMHAIOTECA TONLKO OAWH pas:
[anennAL, "MUp', MNaH’, 'CTOKFONLM', 'BpHTaHCK , 'paccMaTpuBa’, 'HO', 'CaliT’, "3HaeT,
'pacceina’, 'obopoH', 'HauuHa', 'oTkasa', 'Wweeack, 'npouecc’, 'paspaboTa’, ‘cnam’, 'mxrynua’,
'yKpawH', ‘accaHmx’, 'HaT', 'MrHopup’, 'cocTo’, '0anT’, 'pocc’, 'cerogH’, 'MecToHaxoxaeH,
'poccusanrH’, 'Hawn', 'we', 'ocn', 'BoiikoTup']
Cron-cnoga:
[, 'ewe’, 'Hero', 'ckasaTth’, 'a', %, 'Hee', 'co’, 'De3’, e’, 'Hell', 'coBceM’, 'Bonee’, Mn3Hb',
'Henb3sA', 'Tak', 'Donbwe’, '3a', 'HeT, 'Takoil, 'GyaeT’, 'sauem’, 'Hi', 'tam', 'ByaTo’, 'anece’, 'Hubyae',
'Teds, 'Ok, ', HuKoraa’, ‘Tem’, 'Obin’, 'n3', 'HuM', ‘Tenepey’, '0bina’, 'm3-3a’, "HuX', ‘10", "Obini’,
"W, 'HUYero', 'TorAa', 'Bbino’, WM, 'HO', 'TOro', 'BbITh', 'HOFAA', 'Hy', 'ToXe', '8, WX, '0', 'TOMLKO',
Pe3ynbTaThl aHanu3a: Beero AokymenToR:9. OcTanock JOKYMEHTOB MOCTE HCKMIOYEHUR He
CBAIAHHBIX.9
MNeNe ok [3, 7]- 0.001-EBknnaoBa mepa pacctosnua -Obiyve cnosa -[BenvkobputaH,
'apecToBa’, 'ocHoBaTen’, 'wikileaks']
NeNe Mok [4, 8]- 0.005-EBkmaosa mepa paccTosHia -Ofwue cnosa -[BpyyeH, 'HoDenesck,
‘npem]
NeNe ok [0, 3]- 0.006-EBknnaoBa mepa pacctoaHua -Oblue cnosa -[ocHoBaTen',
"wikileaks']
NoNe Mok [6, 1]- 0.018-Esknuaoea mepa pacctoanus -Obiue cnosa -[cwa’, 'npot]
NeNe Mok [2, 4]- 0.09-Esxnnaoea mepa paccroaHia -Obue cnoea -[LepemoH, 'BpyyeH,
1 e[ to use TFIDF/no to use TF_IDF
2 e[~ {0 exclude words used once/no to exclude words used once

=) I Evckid distan distance

Fig. 2. The basic form of the CS interface: 1 — without
the frequency matrix normalization by the TF-IDF method;
2 — without exception of individual words; 3 — change of
the method of the distance computation in two-dimensional
semantic space x Euclidean with cosine

The interface ensures all the functions provided by the
functional diagram (Fig. 1).

5. Comparison of the LSA results with and without the
frequency matrix normalization by the TF-IDF method

Comparison of the results of the impact of the frequency
matrix normalization on the LSA results was carried out on
the same set of documents (the set is given in [6, 8]) in two
stages with the normalization module disabled and enabled
(Fig. 1) and a checkbox 1 (Fig. 2). The results were included
in the first and second part of Table 1 respectively.

Analysis of data (Table 1) and graphs (Fig. 3, 4) of the
semantic space leads to the conclusion about the effect of the
TF-IDF frequency matrix normalization on the LSA results:

— normalization allows you to better group the data ac-
cording to the content — three separate groups of word stems
and documents (Fig. 3, 4, Table 1);

— normalization allows you to single out the words un-
related to documents and group related documents (Fig. 4,
Table 1).
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Fig. 3. Two-dimensional graph of semantic space obtained
according to the proposed functional diagram of LSA
without the frequency matrix normalization
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Completing these comparative studies, it should be
noted that the proof of their authenticity is a complete
identity of the results of the first stage without the fre-
quency matrix normalization to the results presented in
[6, 8]. However, the results of the study of the effect of
the frequency matrix normalization on the LSA results
are not available, so the comparative analysis is useful to
developers (CS).

Table 1

The results of studies of the effect of the frequency matrix normalization on the template resolution

The semantic template of three groups of news headlines without the frequency matrix normalization.
Basic word — ‘nporus’ (Fig. 3)

Ne p/w NeNe Document . Euclidean measure of Word stems common to both documents
number distance between documents
1 3,7 0.013 ‘BesmkoOpuTan’, ‘apectosa’, ‘ocnosaren’, ‘wikileaks’
2 1,6 0.041 ‘cria’, ‘ipot’
3 4,2 0.049 ‘epeMon’, ‘Bpyuen’, ‘HobeneBcK’, ‘mpem’
4 0,5 0.0 055 ‘ocnosaresr’, ‘wikileaks’
5 8,4 0.0 078 ‘Bpyuer’, ‘HoGeseBeK’, ‘pem’
6 7,0 0.0 095 ‘mosniy’, ‘ocnosaresr’, ‘wikileaks’
7 6, 8 0.0173 —
8 5,1 0.0 327 ‘cyn’
The semantic template of three groups of news headlines without the TF IDF frequency matrix normalization.
Basic word — ‘wikileaks’ (Fig. 4)
1 3,7 0.0 001 ‘BesrikoOpuTan’, ‘apecrosa’, ‘octosares’, ‘wikileaks’
2 4,8 0.005 ‘Bpyder’, ‘HOOEIEBCK’, ‘IpeM’
3 0,3 0.006 ‘ocnosarest’, ‘wikileaks’
4 6,1 0.018 ‘crma’, ‘ipot’
5 2,4 0.09 ‘nepemon’, ‘Bpyuen’, ‘Hobesieck’, ‘pem’
6 50 0.154 ‘ocnosaresr’, ‘wikileaks’
7 7,2 0.187 -
8 1,5 0.266 cyn’
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6. Analysis of LSA results without exception of
individual words

The studies were carried out in one stage on the set of
documents given in [6, 8] with the disabled removal unit of
individual words (Fig. 1) and marked checkbox 2 (Fig. 2).
The results are listed in Table 2.

Table 2

The results of studies of keeping individual words for the
template resolution

The semantic template of three groups of news headlines with the
TF IDF frequency matrix normalization.
Basic word — ‘wikileaks’ (Fig. 5)
Euclidean
NoNe .
Ne p/w | Document measure of dis- | Word stems common to
°P tance between both documents
number
documents
1 6,0 0.024 -
2 7,1 0.037 -
‘BesiuKOOpUTaH’,
3 3,7 0.066 ‘apecroBa’, ‘ocHoBaTeI,
‘wikileaks’
4 A8 0.067 BpYUeH’, H06yeJIeBCK,
npeM
5 1,6 0.072 ‘ca’, ‘ipot’
6 2.4 0.096 TiepeMo’, ‘BPYHeH,
HoGeneBCK’, ‘ipeM

53 0.123 ‘ocnosarenr’, ‘wikileaks’
0,2 0.242 -

Based on the comparison of the data in Tables 1, 2, we
can conclude that it is not advisable to keep individual words
when creating semantic templates of short documents due to
the emergence of pairs of documents without common words
and reduced resolution of LSA.
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Fig. 5. Two-dimensional graph of semantic space without
exception of individual words

Despite the fact that the exception of individual words
does not affect the LSA results, the considered function
(CS) may be useful for finding the specified words in se-
mantic space. Indeed, the graph (Fig. 5) in this case is over-
loaded, but the matplotlib.py Python module provides the
“magnifying glass” function, which allows examining the
scaled parts of the graph.

7. Development and research of the upgraded cosine
measure of distance between words and documents in
two-dimensional semantic space

Let us first consider the method of determining the
proposed basic word. To do this, we present the normalized
matrix of the considered template. The matrix, normalized
by the TF-IDF method: rows (word stems) — 13, columns
(documents) — 9.

wikileaks {[ 0,27 0,0 0,0 0,2 0,0 0,27 0,0 0,16 0,0 ]} —
The sum of the row 0.9

apecrosa {[ 0,0 0,0 0,0 0, 38 0,0 0,0 0,0 0, 3 0,0 ]} —
The sum of the row 0.68

sBenmko6puran {[ 0,0 0,0 0,0 0,380,00,00,00,30,0]} —
The sum of the row 0.68

spyuen {[ 0,0 0,0 0, 22 0,0 0, 27 0,0 0,0 0,0 0, 37]) —
The sum of the row 0.86

noGenesck {[ 0,0 0,0 0, 22 0,0 0, 27 0,0 0,0 0,0 0, 37]) —
The sum of the row 0.86

ocuosareu {[ 0,27 0,0 0,0 0,2 0,0 0,27 0,0 0, 16 0,0 ]} —
The sum of the row 0.9

noawut {[ 0,50,0 0,0 0,0 0,0 0,00,00,030,0]} — The sum
of the row 0.8

mpem {[ 0,0 0,0 0,22 0,0 0, 27 0,0 0,0 0,0 0, 37]} —
The sum of the row 0.86

npot {[ 0,0 0,5 0,0 0,0 0,0 0,0 0,5 0,0 0,0 ]} — The sum of
the row 1.0

crpas {[ 0,0 0,0 0,3 0,0 0,0 0,0 0,5 0,0 0,0 ]} — The sum
of the row 0.8

ey {[ 0,0 0,50,0 0,0 0,0 0,5 0,0 0,0 0,0 ]} — The sum of
the row 1.0



cua {[ 0,0 0,5 0,0 0,0 0,0 0,0 0,5 0,0 0,0 ]} — The sum of
the row 1.0

nepemon {[ 0,0 0,0 0, 3 0,0 0,38 0,0 0,0 0,0 0,0]} —
The sum of the row 0.68

The maximum sum of the rows in the normalized matrix
appears for three word stems, namely ‘cyx’, ‘crna’, ‘mpot’.
Let us choose the coordinates xw and yw of basic word
stems from the first two columns of the orthogonal matrix
U of the singular transform of the presented normalized
matrix.

XW ywW
1pot{[—0.5957 0.0666]}
crpan {[-0.3264 —0.1699]}
ey {[~0.396 0.1506])

cia {[-0.5957 0.0666]}

Analysis of coordinates of basic word stems indicates
that at least two stems ‘ciia’, ‘mpot’ of basic words have the
same coordinates xw and yw. This is an important finding
because set phrases better reflect the meaning of the doc-
ument.

Therefore, to increase the resolution (LSA), the cosine
measure should be adjusted only for one two-dimensional
vector of the basic word A(xw,yw) and two-dimensional
vectors of documents V,(x,,y;).

The basic word (a group of words or phrases) is deter-
mined by the maximum sum of the corresponding row of the
normalized frequency matrix (as shown above). Cosines of
the angles between the basic word and each document, sort-
ed in ascending order are determined by the ratio:

XWX, +yW-y,

cos(o,;) = .
( \/WX-WX+wy-wy-\/xi-xi+yi-yi

)

Then the cosine of the angle between the vectors of
documents sorted in ascending order relative to the basic
word vector is determined by the ratio:

cos(o,,; —0,) = cos(o,,, )-cos(o; )+

i+l

+\/1 —cos(a,,)’ ~\/1 —cos(a,)’. (2

Cosine measures of distance K,,,; between pairs of doc-

uments will be determined by the ratio:

K, =1-cos(o,, — o). 3)

i+1,i

Analysis of the data in Tables 1-3 indicates that the
proposed measure of distance in the ratios (1)—(3) best
represents the proximity of documents. Also, it reveals the
hidden meaning (Table 3) when the words are common and
the contents of documents are different.

8. Analysis of the case of the degenerate frequency word
stem-document matrix

Prerequisite (LSA) is a condition of the frequency matrix
dimension, namely the number of rows (word stems) should
be greater than or equal to the number of columns. Due to
the fact that for the above reasons it is necessary to remove
individual or stop words, it may happen that at least one col-
umn of the frequency matrix is filled with zeros, that is, there
will be more columns than rows. To avoid such a probability,
the functional diagram (Fig. 1) provides feedback from the
frequency matrix analysis module to the module of document
preparation for analysis. The feature of this process is that
after the column removal, the whole data processing cycle is
started over. There are new individual words, the removal of
which, in turn, leads to the emergence of the next column with
all zeros until the basic condition is met — the number of rows
should be greater than or equal to the number of columns.

We give a real example of cyclicality that occurred in our
CS with the frequency matrix A.

Zero cycle A_0 (19x18) — the first 19 words of 18 doc-
uments.

The first cycle A 1 (11x14) — the second 11 words of
14 documents.

The second cycle A 2(11x11) — the third 11 words of
11 documents.

The third cycle A 3(11x10) — the fourth 11 words of
10 documents.

According to the developed algorithm, processing of the
matrix is terminated at the stage of analysis of the prepared
frequency matrix in the event of a mismatch between the
number of words — m and documents — n, namely when
n>m. The document, the column of which in the frequency
matrix contains only zeros is removed from the database.
The frequency matrix preparation process is started over. All
the words are selected from the remaining documents, stop
words that are not responsible for the contents and words
that occur only once are removed. Then stemming of the
remaining words is carried out.

Table 3

The results of studies of the effect of the proposed measure of distance between words and documents on the semantic
template resolution

The semantic template of three groups of news headlines with the TF IDF frequency matrix normalization. Basic word — ‘nportus’

Ne p/w NeNe Document number d&i Euclidean measure of Word stems common to both documents
istance between documents
1 8, 4 0.000 ‘Bpyuen’, ‘HobeseBCK’, ‘ipemM’
2 7,3 0.000 ‘BesmkobpuTan’, ‘octosarern’, ‘wikileaks’, ‘apecrosa’
3 3,0 0.000 ‘ocnosaten’, ‘wikileaks’
4 6,1 0.001 ‘crra’, ‘pot’
5 4,2 0.011 ‘iepeMon’, ‘Bpyuen’, ‘Hobesesck’, ‘npem’
6 2,7 0.050 -
7 5,6 0.060 -
8 0,5 0.153 ‘ocnoBaresr’, ‘wikileaks’




The words are allocated according to the documents.
The frequency matrix, which is subject to re-examination
is constructed. The process continues until the condition
m>=n is met. There may be several cycles.

The reason is that new words that are used once may
appear after the removal of another document and related
words. The removal of these words violates the ratio between
n and m. After completion of cycles, the frequency matrix
processing continues, that is normalization, singular value
decomposition and analysis of results are performed. Thus,
the condition m>n is met and the LSA automaticity is pre-
served.

9. Conclusions

1. The CS was developed by means of the Python pro-
gramming language to generate a semantic template of a
group of documents by the LSA method. The system con-
tains eight software modules, each performs one stage of the
LSA. The control module of the frequency word-document

matrix and the measuring module of semantic distance be-
tween the template documents are unique. Adjustment of CS
to the contents and structure of the document templates is
performed by changing a set of modules.

2. It is proved that the frequency matrix normalization
enhances the resolution of the semantic template generated
by using the LSA.

3.1t is proved that the removal of individual words im-
proves the resolution of the generated semantic template and
does not affect the semantic contents.

4. Application of semantic proximity of documents, the
cosine of the difference of angles between the vector of a
group of basic words and vectors of documents for evaluation
allows increasing the resolution of the generated semantic
template.

5. To ensure the continuity of the LSA, the module of the
frequency matrix analysis for compliance of excess (or equal-
ity) of the number of words over the number of documents
was introduced in the CS. In the event of a mismatch, the
module starts over the LSA process with a new set of words
and documents.
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