
Information and controlling systems

41

 S. Yakubovska, О. Vуsotska, А. Porvan, D. Yelchaninov, Е. Linnyk, 2016

1. Introduction

At present, there are certain achievements gained in 
the field of diagnosing cardiovascular diseases. However, 
myocardial infarction (MI) is still the most common cause 
of disability and mortality among the social-significant 
group of population group in the world. According to data 
of the World Health Organization, every year 32,4 million 
of cases of MI and strokes occurrence are recorded world-
wide. Patients with MI belong to the increased risk group 
for the occurrence of further coronary events. The patients 
who survived MI have the increased risk of relapses and re-
peated infarctions. This fact increases mortality by 5 % [1]. 

The State Department of Statistics in Ukraine registered  
1 879 963 people with the circulatory system diseases in 
2014. More to the point, the contribution of MI to the 
structure of mortality from the circulatory system diseases 
over the past 4 years has increased by 14,3 %. There were 
revealed 5779 cases of disease registered for the first time for  
100000 of the population in the Kharkov Region (Ukraine) 
alone. The index of mortality from the acute MI in the 
structure of total mortality of the population of Ukraine  
reached 18,7 %.

An increase in the stay of patients in the hospital and the 
lethal outcome is caused by the relapsing MI (RIM) that is 
a variant of the disease, at which new sections of the necrosis 
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Представлено метод прогнозування реци-
дивуючого інфаркту міокарда (РІМ) на основі 
розробленого інтерполяційного діагностичного 
полінома для визначення можливості виник-
нення і результату РІМ. Розроблений метод 
базується на методології вербального аналі-
зу рішень і дозволяє, з урахуванням сукупнос-
ті ознак захворювання, їх комбінації і вза-
ємовпливу, підвищити точність прогнозу на 
2,7 % (у порівнянні з методом-прототипом), 
що надає можливість попередити рецидив і 
раптову коронарну смерть. Запропонований 
метод становить практичний інтерес і може 
бути використаний для діагностики та про-
гнозування розвитку інших захворювань серце-
во-судинної системи людини

Ключові слова: метод прогнозування, реци-
дивуючий інфаркт міокарда, ординальна кла-
сифікація станів, діагностичний інтерполяці-
йний поліном

Представлен метод прогнозирования реци-
дивирующего инфаркта миокарда (РИМ) на 
основе разработанного интерполяционно-
го диагностического полинома для опреде-
ления возможности возникновения и исхода 
РИМ. Разработанный метод базируется на 
методологии вербального анализа решений и 
позволяет, с учетом совокупности призна-
ков заболевания, их комбинации и взаимовлия-
ния, повысить точность прогноза на 2,7 % (по 
сравнению с методом-прототипом), что дает 
возможность предупредить рецидив и вне-
запную коронарную смерть. Предложенный 
метод представляет практический интерес 
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of myocardium are developed during 28 days from the be-
ginning of previous MI [2]. Patients with MI need adequate 
therapeutic measures, directed toward survival and averting 
threatening complications. That is why the prediction of 
possible development and outcome of RIM must be timely, 
taking into account possible changes in the state of patient 
during the period of stay in the clinic. 

Thus, the relevance of the problem is defined by the 
necessity of increasing the accuracy in predicting both the 
occurrence of RIM and its outcome in the patients with MI 
for the purpose of averting threatening states and reduction 
in the hospital lethality.

2. Literature review and problem statement

For solving the problems of diagnosis and prediction in 
medicine, in particular cardiology, different mathematical 
methods and approaches are actively applied [3, 4]. 

The problem of prediction of the course of disease in 
patients with MI is extremely complex. A number of known 
methods can be used for its solution. Papers [5, 6] propose 
the method of predicting the relapses of MI in patients, who 
are in the rehabilitative period. This method is based on 
the mathematical apparatus of fuzzy logic. The main disad-
vantages include the need for a large volume of the training 
sample, which is not always acceptable under conditions of 
decision making in emergency.

There is a known method of predicting the possibility of 
occurrence of RIM, which is based on the mathematical appa-
ratus of artificial neural networks and standard algorithm of 
reverse propagation [7]. This method is labor-consuming and 
requires the redundancy of information about the patient (a 
doctor has to enter minimum 25 factors to the map of patient).

A large number of existing methods and approaches 
to the prediction of possibilities of occurrence of different 
complications after previous MI are based on the methods 
of mathematical statistics. Thus, papers [8, 9] describe anal-
ysis of survival of the patients who had MI with the use of 
regression analysis, namely the multifactor regression model 
of Cox. The authors on the basis of the methods of mathemat-
ical statistics also determined significant predicting factors, 
which influence the risk of repeated and relapsing MI.

Authors of article [10] proposed a mathematical model of 
proportional intensities for the prediction of MI and repeat-
ed cardiovascular catastrophes. All predictors of the model 
synthesized by the authors were determined with the use of 
the long-run test and Bayesian approach. Authors of paper 
[11], on the basis of dispersion data analysis, determined 
the influence of indices on the possibility of occurrence of 
relapsing MI and proposed a multiparametric mathematical 
model for predicting lethal outcome from this complication. 

The shortcomongs in the application of the considered 
methods are:

– mandatory existence of a large number of tests;
– slow convergence of computational procedures with 

a large number of factors, which complicates the process of 
obtaining reliable solution;

– the margins of error in the calculations in the synthesis 
of mathematical models are not accurately determined and 
have certain randomness, which is caused by possible incom-
pleteness of the initial data. 

The application of statistical methods also does not war-
rant the construction of complete and precise classification 

of the states of patient for the prediction of RIM under con-
ditions of uncertainty of the initial information, which may 
subsequently affect the accuracy of prediction.

Thus, it is necessary to design a method for predicting 
RIM taking into account the enumerated shortcomings.

For the solution of the set problem, it is expedient to use 
the methods of verbal decision analysis (VDA), developed in 
the Institute of Systems Analysis of the Russian Academy of 
Sciences. These methods are divided into three classes: dis-
tribution of alternatives according to the classes of solutions, 
ordering of alternatives, and detection of the best alterna-
tive. The RIM prediction problem may be attributed to the 
class “distribution of alternatives according to the classes of 
solutions”.

There are three methods, with the aid of which they per-
form the distribution of alternatives according to the classes 
of solutions: ORCLASS (ordinal classification of states), 
CYCLE, CLARA.

The CLARA method categorizes not all possible vec-
tors of state, comprised of the criteria of evaluation of the 
states of patient for the prediction of RIM, but only some 
of them. In the CYCLE method, for constructing full clas-
sification during the formulation of diagnosis, the doctor 
deals with two vectors y’ and y”, those describing the state 
of one patient [12]. In this case, the method of constructing 
full classification, although is the fastest, however does not 
describe all possible processes, necessary for the prediction 
of RIM, in contrast to the ORCLASS method, by which, for 
constructing full classification, a doctor-cardiologist is pre-
sented with one vector of state of the patient. The application 
of the ORCLASS method also provides the possibility of 
comprehensive consideration of the factors, which influence 
the occurrence and outcome of RIM, their combinations and 
mutual influence, which is extremely important.

3. The purpose and objectives of the study

The purpose of present study is to develop a method of 
prediction of RIM using the method of verbal decision anal-
ysis ORCLASS.

To achieve the set goal, the following tasks are to be 
solved:

– to determine the set of criteria for evaluation of the 
state of patient for the prediction of RIM;

– to build an ordinal classification of the states of pa-
tients for predicting the development of RIM;

– to design interpolation diagnostic polynomial for de-
termining the measure of proximity between the classes and 
the group of attributes of RIM.

4. Development of method for predicting relapsing 
myocardial infarction

At the first stage, for the prediction of RIM, based on the 
method for determining significance of opinions of experts 
during formation of an expert group [13–16], we selected a 
group of experts, which includes the best 5 specialists, who 
have been working in the field of cardiology for not less than 
10 years.

At  the  second  stage, experts define a set of criteria for 
evaluation of the state of a patient: iK = K , i =1,z  where i 
is the ordinal number of the criterion for evaluation of the 
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state, z is the quantity of criteria. For the problem of predic-
tion of RIM, the experts determined the following 5 criteria 
(Table 1).

Table 1

Criteria for evaluation of the state of patient for the 
prediction of RIM

Denotation Name

K1 type infarction

K2 Killip heart failure, determined by the Killip scale

K3 hypertonia based on gender and age grading

K4 associated diseases

K5 pain syndrome (pain intensity)

Let us denote through kij the j-th estimation of the i-th 
criterion of RIM specificity, which is regulated descending-
ly ( )j=1,n i ,  n(i) is the number of values of estimations on 
the scale of the i-th criterion (different for each criterion; 
therefore, depends on i). Possible values of criteria for the 
prediction of RIM are represented in Table 2.

Table 2

Values of estimations of criteria of the state of patient for 
the prediction of RIM

i j Significance, kij 

1

1 primary microfocal MI

2 primary macrofocal MI

3 repeated microfocal MI

4 repeated macrofocal MI

2

1 MI without signs of circulatory failure

2 MI with signs of moderate heart failure

3
MI with acute left ventricular failure  

(pulmonary edema)

4 MI with cardiogenic shock

3

1 male or female to 40

2 male or female from 41 to 50

3 female from 51 to 60

4 male from 51 to 60 

5 male or female from 61 to 70

6 male or female older than 71 

4

1 no associated diseases

2

existence of the associated diseases that are more fre-
quently do not lead to the lethal outcome, such as the 
kidney deficiency, anemia (not linked to the oncologic 
diseases), chronic obstructive disease of lungs (CODL)

3
the presence of the associated diseases, is more frequent 
than leading to the lethal outcome, for example, diabe-

tes mellitus

5

1 no pain

2
weak pain, aching pain without irrodation  

(spontaneous)

3 pain with irrodiation to left shoulder (lasting longer)

4
constant pain, periodically intensifies in the heart area, 
radiating to the left shoulder, shoulder blade, arm, left 

part of the head, not stopped with medication

At the third stage all values of the i-th criterion are 
represented in the form of the rank qualitative scale in the 
ascending order of the attribute of specificity of the degree of 
severity of RIM (from the best to the worst) (Fig. 1):

Fig. 1. Rank qualitative scale of the criteria of evaluation of 
the state of a patient

At the fourth stage we determine the set of all hypothet-
ically possible states of patient, which is the Cartesian prod-
uct of the sets of values of the criteria K, of the form:

×= × × ×1 2 3 4 5A K K K K K ,   

cardinality of the set A:

= × × × ×1 2 3 4 5A K K K K K .    (1)

Set A determines the space of states of patient, subject to 
the classification:

{ }iA = a ,      (2)

where ai=(ai1, ai2, ai3, ai4, ai5) is the vector estimation of the 
i-th state of patient,

 
∈ij ia K .  

At the fifth stage we determine the class for the predic-
tion of RIM, to which the patient may be assigned with his 
vector of state. 

The ratio of strict domination is introduced for this pur-
pose: vector of state ai of the patient is better than the vector 
of state aj of the patient if, by all the criteria, vector of state ai 
has estimations that are not worse than vector of state aj, and 
at least by one criterion has a bettter estimation. 

All aij states of patients are coded, using only ordinal 
numbers of the values of the corresponding criteria and they 
are ordered in the lexicographical order (from the best to 
the worst). 

Then the set A is divided into nonintersecting classes of 
the state of patient, regulated by the growth of manifestation 
of RIM:

=l
i=1 iA C ,     (3)

where Ci is the i-th class of the state of patient, i=1…l is the 
number of the classes of states of patient ordered from the 
best to the worst. 

Classes Ci are meaningfully the diagnoses, regulated 
from the best to the worst. In this case, the principle is used: 
for the best states, the worst classes are forbidden (and vice 
versa – for the worst states, forbidden are the best classes). 
Formally this means that if:

– ∈i 1a C  then the best vector of state ∉ ∪j 2 3a C C ;
– ∈i 2a C  then the best vector of state ∉j 3a C .
Belonging ai of the vector estimation of the state of pa-

tient to one or another class is determined by the survey of 
experts (straight classification), for the best/worst states, 
forbidden are the worst/best classes (indirect classification). 

Since the belonging of states to several classes Ci is the 
sign of incompletness of the process of classification of the 
states of patients, then it is necessary to determine the set 
of numbers of the classes Gi, permissible for the vector of 
state ai.

The quantity of indirectly classified vectors of state ai 
depends on what point of a multidimensional space, formed 
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by the Cartesian product of the scales of criteria of evalua-
tion of the state of patient is presented to an expert, and on 
the class of the state Ci to which he/she will assign the state 
in question. Taking into account that the probability pil of 
belonging ai of the vector of state to the Ci class depends on 
the proximity of this state to this class, then for each ai vec-
tor of state it is possible to determine the evaluation of the 
obtained information for possible answers of experts and the 
estimation of proximity of the state of patient to each of the 
possible classes Ci.

The process of classification consists in the determina-
tion of the most informative state, its direct classification 
(presentation to a decision making person (DMP) and as-
signment to a particular class) and indirect classification of 
the best states (forbidding the worst classes) and the worst 
states (forbidding the best classes). 

As a result of classification, each state of patient must 
belong only in one class, that is, a definite diagnosis is formu-
lated for the patient in the given state. Thus, it is necessary 
to determine a number of classes Ci, forbidden for the best 
and worst states, when assigning the vector of state ai to one 
or another class.

At  the  sixth  stage, for minimization of the number of 
variants presented to experts during the division of set A 
into Ci classes, in each iteration of a multi-iterative pro-
cess, we determine ai vector of state, which provides with 
any answer of experts for a maximum amount of expected 
information in relation to other states. Let us describe this 
procedure. 

The measure of proximity of vector of state Îia A  to a 
certain class Ci is introduced, which will characterize the 
probability that ai will be assigned by experts to class Сi. It 
is necessary to determine a maximally informative state of 
the patient, which will be presentred to DMP, for assigning 
to the class. For this purpose, we calculate the center sl of 
non-empty class Cl in the following way:

sl=(sl1,sl2,…,slj),

where 

 
 
 Î 

∑lj ij l

ai l

s = a / C .
C

    (4)

Then we determine distance dil from the state ai to the 
center sl of class Сl by the following expression:

=

-∑
n(i)

i,l ij lj
j 1

d = a s .     (5)

After this, we determine a maximally possible distance 
dmax between two vectors of state, which belong to the set A 
(the best and the worst state):

=

-∑
n(i)

max
j 1

d = (n(i) 1).     (6)

Then we determine the probability pil of the fact that 
DMP will assign state ai to the valid class Cl:

Î

- -∑i,l max i,l max i,w
w Gi

p = (d d ) / (d d ).   (7)

where 

=

= ∏
i

j 1

w n(i)  

is the total number of possible combinations of estimations ac-
cording to the i-th criteria with n(i) number of values of estima-
tions by the scale. The probability of pil is the larger the less is 
the distance between the vector of estimations ai and the center 
of class Сl. It is possible to consider that in this case the possibil-
ity of assigning vector of state ai to the class Сl will be higher. 

Let us denote through gj˃i,l the number of classes (amount 
of additional information), forbidden for the best vector of 
state ai if it is assigned to class Cl. Its value is calculated by 
formula:

 
{ }> = ∩ + j i,l jg G l 1, , l .     (8)

Let us denote through qj˃i,l the number of classes, forbid-
den for all best states with the vector of state ai assigned to 
class Cl. Its value is calculated by formula:

> >
>

= ∑
j i

j i,l j i,l
a a

q q ,     (9)

where the summing is conducted by all vectors of state aj 
that are better than ai. 

The best classes are forbidden for the worst states. 
Formally this means that if: Îi la C ,  then the classes Cl,…, 
Cl-1are forbidden. 

Let us denote through qj<i,l the number of classes, for-
bidden for all the worst states with the vector of state ai 
assigned to class Ci. Its value is calculated by formula:

{ }< = ∩ -j i,l jq G 1,..., l 1 .    (10)

Let us denote through qj<i,l the number of classes, for-
bidden for all the worst states with the vector of state ai 
assigned to class Cl. Its value is calculated by formula:

< <
<

= ∑
j i

j i,l j i,l
a a

q q ,     (11)

where the summing is conducted by all vectors of state aj 
that are worse than aj. 

Let us denote through qi,l the number of additional in-
formation in relation to all classes of the states of patient, 
forbidden for all other states at Îi la C  Its value is calculated 
as follows:

> <= +i,l , i,l ,i,lq q q .     (12)

Then for each vector of state ai we determine evaluation 
of its informativeness Iil relative to class Cl: 

= ×il il ilI p q      (13)

and we determine the uniform quantitative index of infor-
mativeness Imax of each, not yet classified, vector of state 

Îia A  [12]:

Î

= ∑
i

max
il

l G

I I .      (14)

At the seventh stage, as a result of ordinal classification 
of the states of patients, the decisive rule is formulated for 
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the doctor with all ai vectors of state, distributed by the Ci 
classes. The classes of possible states, to which a patient may 
be assigned, are presented in Table 3.

Table 3

Classes of possible states of patients

Class Value

C1 without relapse

C2 relapse is possible without lethal outcome

C3 relapse is possible with lethal outcome

At  the eighth  stage, based on the data obtained as a re-
sult of classification, we synthesize interpolation diagnostic 
polynomial. This polynomial will make it possible to deter-
mine the measure of proximity of the vector of state ai to 
class Ci and thus to predict possible state of a patient. 

Interpolation diagnostic polynomial is presented in 
the form of function whose arguments are the vectors with 
the code of the state of a patient, formed by the ordinal 
numbers of values of the corresponding criteria, and the 
values are the numbers of classes, to which the states of 
the patient belong:

{ }× × →1 if:K ... K 1... l ,

where l is the quantity of classes of the states of patients. 
Then the interpolation diagnostic polynomial may take the 
following form:

( ) -

- -

×

× ×

∑ ∑ ∑ 1 1

j j n n

j1 n
K i

i1 ij zn i i i i11 j n
i i i1 j n

K i K i
ij zn

KK K
f k ...k ...k = ... ... b ... ... k ...

=1 =1 =1

k ... k ,  (15)

where (ki1…kij…kzn) is the vector of state of patient; bi1…ij…in 
are the coefficients at the appropriate term. 

It is known that two points uniquely determine a straight 
line on the plane, three points – parabola, four – cubic 
parabola, etc. That is why the corresponding interpolation 
polynomial has a degree one unity less than the number of 
points, in which the value of function is known.

At  the  ninth  stage a doctor-cardiologist collects anam-
nesis of the patient, which include: results of inspection, of 
conducted clinical-instrument (electro- and echocardiog-
raphy, angiography, etc.) and clinical laboratory examina-
tions (clinical and biochemical analyses of blood and urine, 
coalography, etc.).

At  the  tenth  stage, based on the experience and by the 
results of analysis of information, received about the patient, 
a doctor selects the values of each attribute of the degree of 
manifestation of RIM kij for the i-th criterion from the set K, 
proposed by the experts. 

At the eleventh stage a doctor forms the vector of state of 
patient ai and, with the use of polynomial (15), determines 
the values of measure of proximity to each class Сi. After this, 
based on the obtained values, a possible class of the state is 
determined. Thus, a patient will be assigned to class С1 if

Î ∧ Î ∧ Î ∧
∧ Î ∧ Î

1 2 3

4 5

(K 1..4) (K 1..4) (K 1..5)

(K 1..3) (K 1..4),  

С2 – if 

Î ∧ Î ∧ Î ∧
∧ Î ∧ Î

1 2 3

4 5

(K 1..4) (K 1..4) (K 1..6)

(K 1..3) (K 1..4)  

and С3 – if 

Î ∧ Î ∧ Î ∧
∧ Î ∧ Î

1 2 3

4 5

(K 1..4) (K 1..4) (K 2..6)

(K 1..3) (K 1..4).

At the twelfth stage, a diagnostic conclusion is formed for 
making a final decision by the cardiologist.

5. Ordinal classification of the states of a patient for 
predicting relapsing myocardial infarction

The process of ordinal classification of the states of 
a patient based on the proposed method is the one-time 
multi-iterative procedure, which can be presented in the 
following form.

Let us determine cardinality of the set |A| of hypotheti-
cally possible states of patient by (1):

= × × × × =A 4 4 6 3 4 1152.

The space of states of a patient, due to be classified, takes 
the form by (2):

{ } =
=

1152

i i 1
A a .

Initially (in the first iteration), class C1 includes the 
vector of state а1=(1, 1, 1, 1, 1). This class is not empty, it 
consists of one element, which determines the center of the 
class: s1=(1, 1, 1, 1, 1). By analogy, for class C3 – s3=(4; 4; 6; 
3; s3=(4; 4; 6; 3; 4).

The center of class C2 is defined as the arithmetic mean 
of values of the corresponding components of the centers of 
classes s1 and s3 by (4): 

( )+ + + + + = =  2

1 4 1 4 1 6 1 3 1 4
s ; ; ; ; 2,5; 2,5; 3,5; 2; 2,5 .

2 2 2 2 2
 

Let us calculate the informativeness Ii of vector of state 
(1, 1, 1, 1, 2).

Let us first determine distances d1, d2 and d3 from this 
state to the centers of classes C1, C2 and C3 according  
to (5):

= - + - + - + - + - =1d 1 1 1 1 1 1 1 1 1 2 1;  

= - + - + - + - + - =2d 2,5 1 2,5 1 3,5 1 2 1 2,5 2 7;  

= - + - + - + - + - =3d 4 1 4 1 6 1 3 1 4 2 15.  

Maximum distance (distance between the best and the 
worst state) by (6) can be determined as

= - + - + - + - + - =maxd 1 4 1 4 1 6 1 3 1 4 16.  

Then by (7) we will determine probabilities p1, p2 and 
p3 that DMP will assign state (1, 1, 1, 1, 2) to classes C1, C2  
and C3, respectively:
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-
= = =

- + - + - + +
max 1

1
max 1 max 2 max 3

d d 15 15
p ;

d d d d d d 15 9 1 25 

-
= =

- + - + -
max 2

2
max 1 max 2 max 3

d d 9
p ;

d d d d d d 25
 

-
= =

- + - + -
max 3

3
max 1 max 2 max 3

d d 1
p .

d d d d d d 25
 

If DMP assignes vector of state (1, 1, 1, 1, 2) to class C1, 
then it will give no additional information about the belong-
ing of other states to one or another class. Actually, based 
on the fact that the best states cannot belong to the worst 
classes, for the vector of state a1 it is necessary to forbid 
classes C2 and C3. From the other hand, based on the fact 
that the worst states cannot belong to the best classes, then 
for these states it is necessary to forbid the classes, which 
are better than C1. But there are no such classes because 
by condition C1 is the best class, that is, amount q1 of addi-
tional information with DMP’s assigning of vector of state  
(1, 1, 1, 1, 2) to class C1 is equal to zero (q1=0).

If DMP assigns vector of state (1, 1, 1, 1, 2) to class C2, 
then for the best state a1, it is necessary to forbid the worst 
class C3. And for the worst states, it is necessary to forbid the 
best class C1. Their quantity is determined based on that the 
values of all components of all the worst states are not better 
than (1, 1, 1, 1, 2):

– the first component changes from 1 to 4 (4 variants are 
possible);

– the second component changes from 1 to 4 (4 variants 
are possible);

– the third component changes from 1 to 6 (6 variants 
are possible);

– the fourth component changes from 1 to 3 (3 variants 
are possible);

– the fifth component changes from 2 to 4 (3 variants 
are possible);

Thus, there are 4×4×6×3×3=864 variants of combi-
nations of the values of components. These combinations 
include vector of state (1, 1, 1, 1, 2) and the worst vector 
of state (4, 4, 6, 3, 4), it does not belong 
to class C1 because originally Î1152 3a C .  
Therefore, these states must be excluded 
from the total quantity of variants. 

Consequently, for each of 862 worst 
variants, the best class C1 will be forbid-
den. In other words, amount q2 of addi-
tional information with DMP’s assigning 
of vector of state (1, 1, 1, 1, 2) to class C2 is 
equal to 862: = × =2q 1 862 862.

If DMP assigns vectors of state  
(1, 1, 1, 1, 2) to class C3, then for the 
best state a1, it is necessary to forbid the 
worst class, but there are no such classes 
because by tcondition C3 is the worst 
class. But for the worst states, it is ne- 
cessary to forbid the best classes C1 and 
C2. In other words, amount q3 of addi-
tional information with DMP’s assign-
ing vector of state (1, 1, 1, 1, 2) to class 
C3 is equal to: = × =3q 2 862 1724.  

Next, in accordance with (13), let us determine the es-
timation of informativeness I1, I2 and I3 of vector of state  
(1, 1, 1, 1, 2) relative to classes C1, C2 и C3, respectively:

= × = × =1 1 1

15
I p q 0 0;

25

= × = × =2 2 2

9
I p q 862 310,32;

25

= × = × =3 3 3

1
I p q 1724 68,96.

25

Next by (14) we will calculate the uniform quantitative 
index Imax of vector of state (1, 1, 1, 1, 2).

= + + = + + =max
1 2 3I I I I 0 310,32 68,96 379,28.

Thus, after the first iteration, for the selected vec-
tor of state we obtained the mean expected amount of 
additional information, with its presentation to DMP, 
equal to 379,28. All subsequent iterations are carried out 
analogously. The process of classification is completed as 
soon as each vector of state of a patient belongs only to 
one class of state. 

The known values of function in the points, assigned by 
the coding vectors, are used for finding the values of coef-
ficients of diagnostic polynomial. In this case, the problem 
comes down to solving the system of 1152 linear equations 
with 1152 unknowns of the form:

+ + + =
 + + + =
 + + + =







11111 11112 44634

11111 11112 44634

11111 11112 44634

1b 1b 1b 1;

5668704b 1889568b 1b 2;

18345885696b 4586471424b 1b 3.

The matrix of coefficients of this system has dimensions 
of 1152 by 1152 and consists of 1 327 104 elements and its 
solution can be found based on the Gauss method. 

Fragments of the matrix of coefficients of the system 
of equations and the inverse matrix are given in Fig. 2, 3, 
respectively.

Fig. 4 demonstrates fragments of the column with values 
of the obtained coefficients.

The corresponding fragment of the interpolation diag-
nostic polynomial (the first and last ten members) by (15) 
takes the following form:

 

Fig. 2. Fragment of the matrix of coefficients of the system of equations (parts 
of the first and last ten lines, and the first six and last four columns are shown)
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( ) = - +

+ - +

+ + -

-

3 3 5 2 3
i1 i2 i3 i4 i5 i1 i2 i3 i4 i5

3 3 5 2 2 3 3 5 2 1
i1 i2 i3 i4 i5 1 2 3 4 5

3 3 5 2 0 3 3 5 1 3
i1 2 i3 i4 i5 i1 i2 i3 i4 i5

3 3
i1 i2 i

f k ,k ,k ,k ,k 0,000000012k k k k k

0,036863517k k k k k 0,184317327k k k k k

0,203356591k k k k k 0,024575657k k k k k

0,331771127k k k + -

- - +

+ + + -

-



5 1 2 3 3 5 1 1
3 i4 i5 i1 i2 i3 i4 i5

3 3 5 1 0 3 3 5 0 3
i1 i2 i3 i4 i5 i1 i2 i3 i4 i5

3 3 5 0 2 0 0 0 2 1
i1 i2 i3 i4 i5 i1 i2 i3 i4 i5

0 0 0
i1 i2 i3 i

k k 1,156269917k k k k k

1,092940152k k k k k 0,049151266k k k k k

0,49826412k k k k k 35570,50611k x k k k

25819,50353k k k k - +

+ - +

+ + -

- +

2 0 0 0 0 1 3
4 i5 i1 i2 i3 i4 i5

0 0 0 1 2 0 0 0 1 1
i1 i2 i3 i4 i5 i1 i2 i3 i4 i5

0 0 0 1 0 0 0 0 0 3
i1 i2 i3 i4 i5 i1 i2 i3 i4 i5

0 0 0 0 2
i1 i2 i3 i4 i5

k 7818,834735k k k k k

63008,0101k k k k k 154453,1878k k k k k

111034,512k k k k k 7652,334455k k k k k

61110,50809k k k k k -

-

0 0 0 0 1
i1 i2 i3 i4 i5

0 0 0 0 0
i1 i2 i3 i4 i5

148297,1837k k k k k

105389,0096k k k k k                                         .

Fig. 4. Fragments of the column with values of the 
coefficients 

In the process of predicting relapsing myocardial infarc-
tion, a doctor uses the obtained polynomial. Depending on 
the obtained value of function, in accordance with the deci-
sive rules, a possible class of the state is determined, which a 
patient can experience.

6. Discussion of results of predicting relapsing myocardial 
infarction using the designed method

To verify the developed method, we examined the histo-
ries of diseases from186 people who had acute MI in the car-
diological department of the 4th municipal clinical hospital 
of ambulance and emergency medical aid named after Pro-
fessor Meshchaninov (Kharkov, Ukraine). All examinations 
were divided into three groups according to the proposed 
classification of possible states Сi: group 1 – patients with-

out relapse (126 cases), group 2 – RIM without the lethal 
outcome (26 cases), group 3 – RIM with the lethal outcome 
(34 cases).

All observations were divided into a training sample  
(70 % of examinations, 87 cases of group 1, 18 cases of group 
2 and 23 cases of group 3) and the test sample (30 % of ex-
aminations, 39 examinations from group 1, 8 examinations 
from group 2 and 11 examinations from group 3) (Table 4). 

Based on the data on the patients, we performed esti-
mation of deviation in values of the interpolation diagnostic 
polynomial from the assigned tabular values. Minimum 
deviation is approximately equal to zero and it is observed in 
point (1, 1, 1, 1, 1), the largest deviation, approximately equal 
to 0,0001, is in point (4, 4, 6, 3, 4).

The results of prediction for the train-
ing sample, obtained with the aid of the 
developed method, demonstrated that:

– 2 people from group 1 were mistak-
enly assigned to group 2; 85 – determined 
correctly;

– 1 person from group 2 was mistak-
enly assigned to group 1; 17 people – de-
termined correctly;

– for group 3 all cases were deter-
mined without mistakes.

Thus, in the training sample, the pre-
diction of RIM is determined correctly 
for 97,7 % of the object, which is by 2,7 % 
higher in comparison to the method– 
prototype [7]. 

Based on the comparison of predicted 
and actual states, in the test sample, the 
prediction of RIM is determined correct-
ly for 98,3 % of the objects. 

Table 4

Results of prediction of RIM with the aid of the proposed 
method and the method-prototype

Group N

Designed method Method- 
prototypeTraining sample Test sample

n n’ n n’ n n’

1 126 85 2 39 0 121 5

2 26 17 1 8 0 23 3

3 34 23 0 10 1 32 2

Total 186 125 3 57 1 176 10

General results of prediction, obtained with the aid of 
the designed method, demonstrated that:

– 2 people from group 1 were mistakenly assigned to 
group 2; 125 – determined correctly;

– 1 person from group 3 was mistakenly assigned to 
group 2; 

– 25 people were determined correctly;
– 1 person from group 2 was mistakenly assigned to 

group 1; 
– 35 people were determined correctly.
The estimation of the predictive properties of the devel-

oped method was conducted using the ROC-analysis. The 
value of area under the ROC-curve, which makes it possible 
to estimate the diagnostic (predictive) value of the developed 
diagnostic polynomial, comprised 0,987 (0.981, 1.000) that 
indicates excellent quality of the model (Fig. 5). Sensitivity of 
the designed method reached 0,984, specificity – 0.967.

 

Fig. 3. Fragment of the inverse matrix (parts of the first and last ten lines, and the 
first five and last of columns are shown)
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Fig. 5. ROC-curve

The developed method of predicting RIM on the basis 
of a mathematical model, represented in the form of inter-
polation diagnostic polynomial, is of practical interest for 
a doctor-cardiologist. This interest is in the possibility of 
predicting the relapse of disease and sudden coronary death 
by the qualitative indices that do not require considerable 
labor costs. The designed method also considers the totality 
of the attributes of disease, their combination and mutual 
effect, which is especially important when predicting such 
a complication. 

The developed method may find further application 
when predicting not only RIM but also other human cardio-
vascular system diseases when it is also important to take 
the opinions of experts into account.

7. Conclusions

1. As a result of the study, based on expert estimations, 
we determined a set of criteria and classes of estimation of 

the states of patients, which makes it possible to conduct 
ordinal classification of vectors of these states for the pre-
diction of RIM. The following criteria were selected: the 
type of infarction; heart failure, determined by the Killip 
scale; hypertonia with regard to gender-age gradation; pain 
syndrome (pain intensity); the associated diseases (kidney 
deficiency, chronic obstructive disease of lungs, diabetes 
mellitus, etc.).

2. A decisive rule is designed of the classification of 
possible states of a patient, based on the formalization of the 
experts’ knowledge, which includes all possible vectors of 
states according to the assigned set of criteria and making it 
possible to determine one of the three possible classes for the 
prediction of RIM: without the relapse, the relapse is possi-
ble without the lethal outcome or relapse is possible with the 
lethal outcome.

3. The synthesized interpolation diagnostic polynomial, 
based on the use of full verbal classification, makes it pos-
sible to determine belonging of the state of a patient to the 
class of RIM by calulating the value of polynomial for the 
vector of state of a patient.

4. We developed a method for predicting RIM, based 
on the interpretation of the expert knowledge and the use 
of diagnostic interpolation polynomial, which allows, by 
quality indices that do not require considerable labor costs, 
determination of the possibility of relapse of the disease and 
sudden coronary death.
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