

## 1. Introduction

Scientific research into the field of project management is focused on studying the phenomena and essence, relations and patterns in the management of projects/programs/ portfolios (PPP) over their life cycles. Such a project activity is carried out within the social or organizational-technical systems with the attributes of uniqueness. Objective constraints in project systems are related to planning the resources, establishing the duration of projects and to the requirements for a specified level of quality in the outcomes of project activity [1].

Achieving useful results and value in projects is conducted through the creation of products that is inextricably linked to the practice of project implementation, which results in the formation of rational models, techniques, methods and mechanisms for project management [2].

The relevance of research is predetermined by two components. First, communication processes typically represent a purposeful informational influence on the state of project systems. That is why the transformation of projects towards proactive management through the use of models that reflect essential attributes of the examined system is relevant. Second, resolving the contradictions between the
needs of practice for information support of projects and the lack of acceptable models is possible by employing the Markov chains.

## 2. Literature review and problem statement

Existing problems in the management of PPP are usually solved by using the best practice examples. In this case, in order to improve the social or organizational-technical systems, the already-known solutions are proposed [3]. However, copying even the accepted methods often creates a "competency trap", which aims at not making changes to those systems that serve their purpose [4]. In other words, new solutions are discarded in favor of conventional methods, leading to the transformation of project search into operational activity [5]. That is why, in order to develop the management of organizations and enterprises, it is necessary to generalize the accumulated knowledge and devise theoretical provisions for the project management [6]. Special attention should be paid to applying the methods of mathematical modeling of project management processes in the interaction with the surrounding environment to determine trajectories in the development of PPP [7]. Studying the properties of project systems with the help of their models will make it possible to escape the "competency trap", which is a necessary condition for constructing a successful trajectory for the execution of PPP [8].

A problem of project management that remains unsolved is the lack of standard models to represent the or-ganizational-technical systems. At the same time, however, there are graphic structures of interaction between project participants, for example, in standard [13]. These structures are similar to the directed graphs in the Markov chains. That is why it is proposed to confirm the hypothesis on the ability to represent project systems by using a Markov chain.

## 3. The aim and tasks of the study

The aim of present study is the generalization and development of applied aspects of using the Markov chains for mapping and modeling of weakly structured project management systems.

To achieve the set aim, the following tasks were formulated:

- to develop a method for the transformation of general structure of the organizational-technical system of project management into a Markov chain;
- to devise a method for the iteration solution of a system of equations that describes the Markov model;
- to examine practical aspects of project implementation by using the developed Markov model, in particular to study influence of the competence level in a project team on the effectiveness of projects.

4. Method for the transformation of a general structure of project management into a Markov chain

A set of factors in the weakly structured project systems creates a complicated "spider web" of relations between states that vary over time depending on the system structure and the factors of internal and external environment [9]. The development of projects in such a system can often be represented only in the form of qualitative models [10]. However, the use of Markov chains makes it possible to pass over to the quantitative assessments of the progress and outcomes of projects [11]. When modeling the complex systems of project management, of key importance is the representation of structure of the project processes interaction by using a directed weighted graph, in which [12]:

- vertices match base factors (states) of the project;
- direct links between states represent causal chains, along which the impact of a certain factor on other factors is exerted.

We shall accept as the base structure of project states (Fig. 1) the scheme of interaction of project participants, which is shown in standard [13].


Fig. 1. Scheme of interaction between project participants [13]:

$$
\mathrm{A}, \mathrm{~B}, \ldots \mathrm{G}-\text { state identifiers }
$$

Markov chains represent a stochastic process that satisfies Markov properties and takes a finite or a countable number of values (states) [14]. There are Markov chains with discrete and continuous time. We consider a discrete case in the present study. The scheme of interaction between project participants, presented in standard [13] (Fig. 1) can be transformed into a Markov chain (Fig. 2).

We shall denote through $\mathrm{S}_{\mathrm{i}}\{\mathrm{i}=1,2, \ldots, 7\}$ possible states of the system that exist in a project: $\mathrm{S}_{1}=\mathrm{A} ; \mathrm{S}_{2}=\mathrm{B} ; \mathrm{S}_{3}=\mathrm{C} ; \mathrm{S}_{4}=\mathrm{D}$; $S_{5}=E ; S_{6}=F ; S_{7}=G$ (Fig. 1, 2). A sequence of discrete random variables $\left\{\mathrm{S}_{\mathrm{k}}\right\}_{\mathrm{k}}$ is called the Markov chain with discrete time if:

$$
\begin{aligned}
& \mathrm{P}\left(\mathrm{~S}_{\mathrm{k}+1}=\mathrm{i}_{\mathrm{k}+1} \mid \mathrm{S}_{\mathrm{k}}=\mathrm{i}_{\mathrm{k}} ; \mathrm{S}_{\mathrm{k}-1}=\mathrm{i}_{\mathrm{k}-1} ; \ldots, \mathrm{S}_{0}=\mathrm{i}_{0}\right)= \\
& =\mathrm{P}\left(\mathrm{~S}_{\mathrm{k}+1}=\mathrm{i}_{\mathrm{k}+1} \mid \mathrm{S}_{\mathrm{k}}=\mathrm{i}_{\mathrm{k}}\right)
\end{aligned}
$$

The next states of the Markov chain depend only on the current state and are independent of all the previous states. A region of values of random variables $\left\{\mathrm{S}_{\mathrm{k}}\right\}$ is the space of states of the chain and number k is the number of step.


Fig. 2. Marked graph of the Markov chain states: $\mathrm{S}_{1}=\mathrm{A}$ - Customer; $\mathrm{S}_{2}=\mathrm{B}$ - project curator; $\mathrm{S}_{3}=\mathrm{C}$ - project manager; $S_{4}=D$ - base plan; $S_{5}=E$ - project team; $\mathrm{S}_{6}=\mathrm{F}-$ project; $\mathrm{S}_{7}=\mathrm{G}$ - project product

Vertices of the transition graph correspond to the Markov chain states while directed edges run from vertex $\mathrm{i}\{i=$ $=1,2, \ldots, m\}$ to vertex $j\{j=1,2, \ldots, m\}$ only in the case when the probability of transition $\pi_{\mathrm{ij}}$ between the corresponding states $i \rightarrow j$ is not equal to zero. These transition probabilities in the marked graph are indicated in the corresponding edge (Fig. 2). A topology of the directed graph can be represented using the adjacency matrix:

$$
\begin{aligned}
& \left\|c_{\mathrm{i} . \mathrm{j}}\right\|=\left\|\begin{array}{lllllll}
\mathrm{c}_{1.1} & 0 & 0 & c_{1.4} & 0 & c_{1.6} & 0 \\
0 & \mathrm{c}_{2.2} & \mathrm{c}_{2.3} & 0 & 0 & c_{2.6} & 0 \\
\mathrm{c}_{3.1} & \mathrm{c}_{3.2} & \mathrm{c}_{3.3} & \mathrm{c}_{3.4} & \mathrm{c}_{3.5} & \mathrm{c}_{3.6} & 0 \\
0 & 0 & 0 & \mathrm{c}_{4.4} & \mathrm{c}_{4.5} & 0 & 0 \\
0 & 0 & \mathrm{c}_{5.3} & 0 & \mathrm{c}_{5.5} & c_{5.6} & c_{5.7} \\
0 & 0 & 0 & 0 & 0 & c_{6.6} & c_{6.7} \\
\mathrm{c}_{7.1} & 0 & 0 & 0 & 0 & 0 & c_{7.7}
\end{array}\right\|= \\
& =\left\|\begin{array}{lllllll}
1 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 & 0 & 1 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right\| .
\end{aligned}
$$

Each element $\mathrm{c}_{\mathrm{ij}}$ of the adjacency matrix, different from zero and equal to 1 , indicates a direct connection between states $i \rightarrow j$. The values of elements in the main diagonal $c_{\mathrm{ii}}=1$ point to the existence of a transition loop when the system remains in the same state.

As is known, all possible transitions from some state into other states constitute an entire group of events - one of the transitions should be implemented [10]. This allows us to introduce a norm for each row of matrix $\left\|c_{i j}\right\|$ with the replacement of values $\mathrm{c}_{\mathrm{ij}}=1$ by the transition probabilities $\pi_{\mathrm{ij}}>0$ with fulfillment of the condition, valid for the entire group of events:

$$
\sum_{\mathrm{j}=1}^{\mathrm{m}} \pi_{\mathrm{ij}}=1, \quad\{\mathrm{i}=1,2, \cdots, \mathrm{~m}\}
$$

where $\mathrm{m}=7$ is the number of possible states of the system.

Matrix of transition probabilities will be written as follows:

$$
\left\|\pi_{\mathrm{i} . \mathrm{j}}\right\|\left\|\left\|\begin{array}{lllllll}
\pi_{1.1} & 0 & 0 & \pi_{1.4} & 0 & \pi_{1.6} & 0 \\
0 & \pi_{2.2} & \pi_{2.3} & 0 & 0 & \pi_{2.6} & 0 \\
\pi_{3,1} & \pi_{3.2} & \pi_{3.3} & \pi_{3,4} & \pi_{3.5} & \pi_{3.6} & 0 \\
0 & 0 & 0 & \pi_{4.4} & \pi_{4.5} & 0 & 0 \\
0 & 0 & \pi_{5.3} & 0 & \pi_{5.5} & \pi_{5.6} & \pi_{5.7} \\
0 & 0 & 0 & 0 & 0 & \pi_{6.6} & \pi_{6.7} \\
\pi_{7.1} & 0 & 0 & 0 & 0 & 0 & \pi_{7.7}
\end{array}\right\| .\right.
$$

Elements of this stochastic matrix are the transition probabilities between states $\mathrm{i} \rightarrow \mathrm{j}$ in one step, in this case, $\forall \pi_{\mathrm{ij}} \geq 0$.

The sum of probabilities of all states $p_{i}(\mathrm{k})$ at each step k :

$$
\sum_{\mathrm{i}=1}^{\mathrm{m}} \mathrm{p}_{\mathrm{i}}(\mathrm{k})=1,
$$

where $p_{i}(k)$ is the probability of the i -th state in step k .

## 5. Solving a system of equations in the Markov chain

In the Markov chain, with a change in time (step k), distribution of state probabilities $\left\{\mathrm{p}_{1}(\mathrm{k}), \mathrm{p}_{2}(\mathrm{k}), \ldots \mathrm{p}_{\mathrm{m}}(\mathrm{k})\right\}$ changes. In this case, computing the distribution of probabilities at each subsequent ( $\mathrm{k}+1$ ) step is performed using the known formula of total probability [7]:

$$
\begin{align*}
& \left\|\begin{array}{l}
\mathrm{p}_{1}(\mathrm{k}+1) \\
\mathrm{p}_{2}(\mathrm{k}+1) \\
\mathrm{p}_{3}(\mathrm{k}+1) \\
\mathrm{p}_{4}(\mathrm{k}+1) \\
\mathrm{p}_{5}(\mathrm{k}+1) \\
\mathrm{p}_{6}(\mathrm{k}+1) \\
\mathrm{p}_{7}(\mathrm{k}+1)
\end{array}\right\|^{\mathrm{T}} \|^{\mathrm{l}}= \\
& \|  \tag{1}\\
& =\left\|\begin{array}{l}
\mathrm{p}_{1}(\mathrm{k}) \\
\mathrm{p}_{2}(\mathrm{k}) \\
\mathrm{p}_{3}(\mathrm{k}) \\
\mathrm{p}_{4}(\mathrm{k}) \\
\mathrm{p}_{5}(\mathrm{k}) \\
\mathrm{p}_{6}(\mathrm{k}) \\
\mathrm{p}_{7}(\mathrm{k})
\end{array}\right\|^{\mathrm{T}}\| \|\left\|\begin{array}{lllllll}
\pi_{1.1} & 0 & 0 & \pi_{1.4} & 0 & \pi_{1.6} & 0 \\
0 & \pi_{2.2} & \pi_{2.3} & 0 & 0 & \pi_{2.6} & 0 \\
\pi_{3.1} & \pi_{3.2} & \pi_{3.3} & \pi_{3.4} & \pi_{3.5} & \pi_{3.6} & 0 \\
0 & 0 & 0 & \pi_{4.4} & \pi_{4.5} & 0 & 0 \\
0 & 0 & \pi_{5.3} & 0 & \pi_{5.5} & \pi_{5.6} & \pi_{5.7} \\
0 & 0 & 0 & 0 & 0 & \pi_{6.6} & \pi_{6.7} \\
\pi_{7.1} & 0 & 0 & 0 & 0 & 0 & \pi_{7.7}
\end{array}\right\| .
\end{align*}
$$

Therefore, if a matrix of transition probabilities $\left\|\pi_{\mathrm{ij}}\right\|$ is assigned and one knows the initial distribution of state probabilities $\left\{\mathrm{p}_{1}(\mathrm{k}), \mathrm{p}_{2}(\mathrm{k}), \ldots \mathrm{p}_{\mathrm{m}}(\mathrm{k})\right\}$ in step k , then the new distribution of state probabilities $\left\|p_{i}(k+1) ; i=1,2, \ldots, m\right\|$ can be found from (1). In most of the publications that deal with the use of Markov chains, researchers stop at this point because the algorithm for practical calculation has been obtained [8]. However, the solution presented can be transformed into a somewhat different form. For this purpose, we shall employ the induction method in the analysis of expressions to compute the distribution of state probabilities in the 1st and 2nd steps.

At the 1st step:
$\left\|\begin{array}{l}p_{1}(1) \\ p_{2}(1) \\ p_{3}(1) \\ p_{4}(1) \\ p_{5}(1) \\ p_{6}(1) \\ p_{7}(1)\end{array}\right\|^{\mathrm{T}}\| \| \begin{aligned} & \mathrm{p}_{1}(0) \\ & \mathrm{p}_{2}(0) \\ & \mathrm{p}_{3}(0) \\ & \mathrm{p}_{4}(0) \\ & \mathrm{p}_{5}(0) \\ & \mathrm{p}_{6}(0) \\ & \mathrm{p}_{7}(0)\end{aligned}\left\|. \begin{array}{l}\mathrm{T}\end{array}\right\| \begin{array}{lllllll}\pi_{1.1} & 0 & 0 & \pi_{1.4} & 0 & \pi_{1.6} & 0 \\ 0 & \pi_{2.2} & \pi_{2.3} & 0 & 0 & \pi_{2.6} & 0 \\ \pi_{3.1} & \pi_{3.2} & \pi_{3.3} & \pi_{3.4} & \pi_{3.5} & \pi_{3.6} & 0 \\ 0 & 0 & 0 & \pi_{4.4} & \pi_{4.5} & 0 & 0 \\ 0 & 0 & \pi_{5.3} & 0 & \pi_{5.5} & \pi_{5.6} & \pi_{5.7} \\ 0 & 0 & 0 & 0 & 0 & \pi_{6.6} & \pi_{6.7} \\ \pi_{7.1} & 0 & 0 & 0 & 0 & 0 & \pi_{7.7}\end{array} \|$.
At the 2nd step:
$\left\|\begin{array}{l}p_{1}(2) \\ p_{2}(2) \\ p_{3}(2) \\ p_{4}(2) \\ p_{5}(2) \\ p_{6}(2) \\ p_{7}(2)\end{array}\right\|^{\mathrm{T}}\left\|\begin{array}{l}p_{1}(1) \\ p_{2}(1) \\ p_{3}(1)\end{array}\right\|^{\mathrm{T}}\| \|_{4}(1)\left\|\begin{array}{lllllll}\pi_{1.1} & 0 & 0 & \pi_{1.4} & 0 & \pi_{1.6} & 0 \\ 0 & \pi_{2.2} & \pi_{2.3} & 0 & 0 & \pi_{2.6} & 0 \\ \mathrm{p}_{5}(1) \\ \pi_{3.1} & \pi_{3.2} & \pi_{3.3} & \pi_{3.4} & \pi_{3.5} & \pi_{3.6} & 0 \\ 0 & 0 & 0 & \pi_{4.4} & \pi_{4.5} & 0 & 0 \\ p_{7}(1)\end{array}\right\|\left\|\begin{array}{llllll} \\ 0 & 0 & \pi_{5.3} & 0 & \pi_{5.5} & \pi_{5.6} \\ m_{5.7} \\ 0 & 0 & 0 & 0 & 0 & \pi_{6.6} \\ \pi_{6.7} \\ \pi_{7.1} & 0 & 0 & 0 & 0 & 0 \\ \pi_{7.7}\end{array}\right\|$.
where $\pi_{\mathrm{ij}}$ are the elements of transition probabilities matrix; T is the index of column transposition

$$
\left\|\mathrm{p}_{\mathrm{i}}(\mathrm{k}) ; \mathrm{i}=1,2, \ldots, 7\right\| ;\left\|\mathrm{p}_{\mathrm{i}}(\mathrm{k}+1) ; \mathrm{i}=1,2, \ldots, 7\right\|
$$

and
$\left\|p_{i}(k+2) ; i=1,2, \ldots, 7\right\|$.
Distribution of state probabilities $\left\{\mathrm{p}_{1}(\mathrm{k}), \mathrm{p}_{2}(\mathrm{k}), \ldots \mathrm{p}_{\mathrm{m}}(\mathrm{k})\right\}$ in the homogeneous Markov chain with discrete time characterizes phenomenological mapping of the system - by which the object manifests itself.

After substituting (2) into (3), we shall obtain:
$\left\|\begin{array}{l}p_{1}(2) \\ p_{2}(2) \\ p_{3}(2) \\ p_{4}(2) \\ p_{5}(2) \\ p_{6}(2) \\ p_{7}(2)\end{array}\right\|^{\mathrm{T}}\| \| \begin{aligned} & \mathrm{p}_{1}(0) \\ & \mathrm{p}_{2}(0) \\ & p_{3}(0) \\ & p_{4}(0) \\ & p_{5}(0) \\ & p_{6}(0) \\ & p_{7}(0)\end{aligned}\|\cdot\| \begin{aligned} & \mathrm{T}\end{aligned}\left\|\begin{array}{lllllll}\pi_{1.1} & 0 & 0 & \pi_{1.4} & 0 & \pi_{1.6} & 0 \\ 0 & \pi_{2.2} & \pi_{2.3} & 0 & 0 & \pi_{2.6} & 0 \\ \pi_{3.1} & \pi_{3.2} & \pi_{3.3} & \pi_{3.4} & \pi_{3.5} & \pi_{3.6} & 0 \\ 0 & 0 & 0 & \pi_{4.4} & \pi_{4.5} & 0 & 0 \\ 0 & 0 & \pi_{5.3} & 0 & \pi_{5.5} & \pi_{5.6} & \pi_{5.7} \\ 0 & 0 & 0 & 0 & 0 & \pi_{6.6} & \pi_{6.7} \\ \pi_{7.1} & 0 & 0 & 0 & 0 & 0 & \pi_{7.7}\end{array}\right\| \times$
$\times\left\|\begin{array}{lllllll}\end{array} \left\lvert\, \begin{array}{lllllll}\pi_{1.1} & 0 & 0 & \pi_{1.4} & 0 & \pi_{1.6} & 0 \\ 0 & \pi_{2.2} & \pi_{2.3} & 0 & 0 & \pi_{2.6} & 0 \\ \pi_{3.1} & \pi_{3.2} & \pi_{3.3} & \pi_{3.4} & \pi_{3.5} & \pi_{3.6} & 0 \\ 0 & 0 & 0 & \pi_{4.4} & \pi_{4.5} & 0 & 0 \\ 0 & 0 & \pi_{5.3} & 0 & \pi_{5.5} & \pi_{5.6} & \pi_{5.7} \\ 0 & 0 & 0 & 0 & 0 & \pi_{6.6} & \pi_{6.7} \\ \pi_{7.1} & 0 & 0 & 0 & 0 & 0 & \pi_{7.7}\end{array}\right.\right\|$.
$\left\|\begin{array}{l}p_{1}(2) \\ p_{2}(2) \\ p_{3}(2) \\ p_{4}(2) \\ p_{5}(2) \\ p_{6}(2) \\ p_{7}(2)\end{array}\right\|^{\mathrm{T}}\| \| \begin{aligned} & p_{1}(0) \\ & p_{2}(0) \\ & p_{3}(0) \\ & p_{4}(0) \\ & p_{5}(0) \\ & p_{6}(0) \\ & p_{7}(0)\end{aligned}\left\|^{\mathrm{T}}.\right\| \begin{array}{lllllll}\pi_{1.1} & 0 & 0 & \pi_{1.4} & 0 & \pi_{1.6} & 0 \\ 0 & \pi_{2.2} & \pi_{2.3} & 0 & 0 & \pi_{2.6} & 0 \\ \pi_{3.1} & \pi_{3.2} & \pi_{3.3} & \pi_{3.4} & \pi_{3.5} & \pi_{3.6} & 0 \\ 0 & 0 & 0 & \pi_{4.4} & \pi_{4.5} & 0 & 0 \\ 0 & 0 & \pi_{5.3} & 0 & \pi_{5.5} & \pi_{5.6} & \pi_{5.7} \\ 0 & 0 & 0 & 0 & 0 & \pi_{6.6} & \pi_{6.7} \\ \pi_{7.1} & 0 & 0 & 0 & 0 & 0 & \pi_{7.7}\end{array} \|$.

That is why it is possible to write for any step k:
$\left\|\begin{array}{l}\mathrm{p}_{1}(\mathrm{k}) \\ \mathrm{p}_{2}(\mathrm{k}) \\ \mathrm{p}_{3}(\mathrm{k}) \\ \mathrm{p}_{4}(\mathrm{k}) \\ \mathrm{p}_{5}(\mathrm{k}) \\ \mathrm{p}_{6}(\mathrm{k}) \\ \mathrm{p}_{7}(\mathrm{k})\end{array}\right\|^{\mathrm{T}}\| \| \begin{aligned} & \mathrm{p}_{1}(0) \\ & \mathrm{p}_{2}(0) \\ & \mathrm{p}_{3}(0) \\ & \mathrm{p}_{4}(0) \\ & \mathrm{p}_{5}(0) \\ & \mathrm{p}_{6}(0) \\ & \mathrm{p}_{7}(0)\end{aligned}\|\cdot\| \begin{aligned} & \mathrm{T}\end{aligned}\left\|\begin{array}{llllll}\pi_{1.1} & 0 & 0 & \pi_{1.4} & 0 & \pi_{1.6} \\ 0 & \pi_{2.2} & \pi_{2.3} & 0 & 0 & \pi_{2.6} \\ \pi_{3.1} & \pi_{3.2} & \pi_{3.3} & \pi_{3.4} & \pi_{3.5} & \pi_{3.6} \\ 0 & 0 & 0 & \pi_{4.4} & \pi_{4.5} & 0 \\ 0 & 0 \\ 0 & 0 & \pi_{5.3} & 0 & \pi_{5.5} & \pi_{5.6} \\ \pi_{5.7} \\ 0 & 0 & 0 & 0 & 0 & \pi_{6.6} \\ \pi_{6.7} \\ \pi_{7.1} & 0 & 0 & 0 & 0 & 0 \\ \pi_{7.7}\end{array}\right\|$.
It follows from (6) that the distribution of state probabilities $\left\{\mathrm{p}_{1}(\mathrm{k}), \mathrm{p}_{2}(\mathrm{k}), \ldots \mathrm{p}_{\mathrm{m}}(\mathrm{k})\right\}$ in step k depends only on the initial probability distribution at $\mathrm{k}=0$ and elements $\pi_{\mathrm{ij}}$ of the transition probability matrix in the $k$-th power of $\left\|\pi_{i j}\right\|^{k}$. Thus, the Markov chain is assigned when these parameters of the system are defined.

Depending on the structure and values of transition probabilities $\left\|\pi_{\mathrm{ij}}\right\|$, the Markov chains can possess the following properties: irreversibility, reversibility, ergodicity, absorption [15].

In some cases, despite the randomness of the process, there is a possibility to control to a certain extent the distribution laws or parameters of transition probabilities [15]. It is obvious that when using the controlled Markov chains, a decision-making process becomes particularly efficient.

## 6. Examining the impact of competence level in a project team on the trajectory of projects

As is known, a model is a virtual or real object, which can replace the original when exploring its properties. Let us replace a project system with its representation - the Markov model developed. We shall examine on this model an impact of the competence level in a project team on the project efficiency [16].

Results of change in the system state probabilities by steps for the base variant of the set of transition probabilities are shown in Fig. 3 under conditions: $\pi_{5.3}=0.5 ; \pi_{5.5}=0.33$; $\pi_{5.6}=0.15 ; \pi_{5.7}=0.02$.


Fig. 3. Change in the probabilities of states of the system for the base data set: pi(k) - probabilities of states: p1(k) - Customer; p2(k) - project curator; p3(k) - project manager; $\mathrm{p} 4(\mathrm{k})$ - base plan; $\mathrm{p} 5(\mathrm{k})$ - team; $\mathrm{p} 6(\mathrm{k})$ - project; p7(k) - project product; k - project steps

Since we consider here a discrete variant of the Markov chain, then the estimated data are discretely represented by steps by the coordinates of corresponding markers (Fig. 3, 4). In order to visualize the results, these markers are conditionally connected by a solid line.

Matrix of transition probabilities of the base variant of a project (Fig. 3):

$$
\left\|\pi_{\mathrm{i} . \mathrm{j}}\right\|\left\|\left\|\begin{array}{lllllll}
0.3 & 0 & 0 & 0.5 & 0 & 0.2 & 0  \tag{7}\\
0 & 0.6 & 0.1 & 0 & 0 & 0.3 & 0 \\
0.04 & 0.4 & 0.76 & 0.1 & 0.04 & 0.2 & 0 \\
0 & 0 & 0 & 0.3 & 0.7 & 0 & 0 \\
0 & 0 & 0.5 & 0 & 0.33 & 0.15 & 0.02 \\
0 & 0 & 0 & 0 & 0 & 0.87 & 0.13 \\
0.25 & 0 & 0 & 0 & 0 & 0 & 0.75
\end{array}\right\| .\right.
$$

The base project in a quasi-stationary state in step $\mathrm{k}=20$ is characterized by the following distribution of state probabilities: $\mathrm{p} 1(20)=0.07 ; \mathrm{p} 2(20)=0.03 ; \mathrm{p} 3(20)=0.23$; $\mathrm{p} 4(20)=0.08 ; \mathrm{p} 5(20)=0.10 ; \mathrm{p} 6(20)=0.32 ; \mathrm{p} 7(20)=0.17$. This means that at step $20,32 \%$ of time resource time is allocated for the project execution, project manager utilizes $23 \%$ of the same resource while only $10 \%$ of the total resource remain for the project team. The results obtained reveal that in the execution of the project there is a certain contradiction between the team and its leader who is apparently trying to fulfill all the work in the project by himself and does not trust his team.

To eliminate this phenomenon, it is necessary to change the team's work parameters that should affect the values of the respective probabilities of transitions for the project manager and the team members [17]. Results shown in Fig. 4, obtained for the new initial conditions, demonstrate that only in the case of changing the terms of interaction in the project team, the progress and results of the project will be different from the base variant.


Fig. 4. Change in the system state probabilities for the changed data set: $\mathrm{pi}(\mathrm{k})$ - probabilities of states: p1(k) - Customer; p2(k) - project curator; p3(k) - project manager; p4(k) - base plan; p5(k) - team; p6(k) - project; $\mathrm{p} 7(\mathrm{k})$ - project product; k - project steps

Matrix of transition probabilities for the modified variant of the project (Fig. 4):

$$
\left\|\pi_{\mathrm{i} . \mathrm{j}}\right\|\left\|\left\|\begin{array}{lllllll}
0.3 & 0 & 0 & 0.5 & 0 & 0.2 & 0  \tag{8}\\
0 & 0.6 & 0.1 & 0 & 0 & 0.3 & 0 \\
0.04 & 0.4 & 0.76 & 0.1 & 0.04 & 0.2 & 0 \\
0 & 0 & 0 & 0.3 & 0.7 & 0 & 0 \\
0 & 0 & 0.1 & 0 & 0.33 & 0.20 & 0.02 \\
0 & 0 & 0 & 0 & 0 & 0.87 & 0.13 \\
0.25 & 0 & 0 & 0 & 0 & 0 & 0.75
\end{array}\right\| .\right.
$$

Under the same conditions, in a quasi-stationary state in step $\mathrm{k}=20$, the new system is characterized by the following distribution of state probabilities: $\mathrm{p} 1(20)=0.08$; $\mathrm{p} 2(20)=0.01 ; \mathrm{p} 3(20)=0.07 ; \mathrm{p} 4(20)=0.07 ; \mathrm{p} 5(20)=0.16$; $\mathrm{p} 6(20)=0.40 ; \mathrm{p} 7(20)=0.22$. This means that in step 20 , $40 \%$ of time resource is allocated for the implementation of the project, project manager utilizes only $7 \%$ of the same resource, and the project team increases its share to $16 \%$. The results obtained indicate that the characteristics of work of the project team considerably affect the course of the project, which allowed us to eliminate the contradiction between a project team and its manager indentified in the base project.

## 7. Discussion of results on the development of applied aspects of the implementation of Markov chains in project management

Generalization and development of the applied aspects of implementing the Markov chains to represent the systems of project management expands the possibilities to proactively manage projects.

We created a unified Markov model for the projects, which makes it possible to represent the probabilities of states of project participants by a complete group of incompatible events, one of which is realized. The benefits of applying the Markov chains to project management are hampered by the need to "adjust" the model for a particular project system by determining experimentally the elements in the matrix of transition probabilities.

By using the devised Markov model, it is possible to assess the impact of most characteristics of the system on the course of the project. However, the main conclusion that we can draw judging by results of the conducted research is that a weakly structured system, which includes the project itself, its environment and the team, defines the outcome of the project. This is the confirmation of the S. D. Bushuyev law [6]. In other words, a change in the project state probabilities fully reflects the progress and efficiency of the project [18].

Mathematical description of the unified project model by the Markov chains makes it possible to model parameters of the quantitative objectives of projects, in particular, the changes in the system state probabilities depending on the number of steps in the implementation of projects. Applying the Markov model makes it possible to identify the required number of project steps in order to accomplish the goals of projects and establish existing contradictions and conflicts in project teams. The model developed might also be used for modeling the programs and portfolios of projects.

Further research should be directed towards the development of theoretical methods for determining the elements in transition probabilities matrix, which would allow scientific substantiation in determining the trajectory of development of virtual project systems that are only planned for practical implementation.

## 8. Conclusions

1. We proposed a method for the transformation of a typical scheme in project management into a Markov chain. As a typical scheme, which defines the topology of interaction between project participants, we employed its representation in the standard of project management [13]. A method for the transformation of this scheme into a homogeneous Markov chain with discrete states and time is developed.
2. Based on the iteration solution of a system of equations in the Markov chain, we proved that project development is carried out in steps. In this case, a trajectory of project development by steps can be determined not only for actual projects, but also for virtual project systems.
3. Evaluation of project effectiveness in the coordinates of state probabilities of the system by steps demonstrated a significant impact on the project trajectory. In this case, we in-
vestigated only variation in the terms of interaction within a project team. The base project in a quasi-stationary state in step $\mathrm{k}=20$ demonstrated that $32 \%$ of time resource is allocated to perform the work of the project, project manager spends $23 \%$ of the time, and only $10 \%$ remains for the project team. The remaining time is utilized in other states. The results revealed a certain contradiction between the base project team and its manager. We examined effect on the project from a change in the competence level of the project team and showed that the new values of transition probabilities for state $S_{5}$ provide for the project improvement. The implementation of the project's work is given $40 \%$ of time resource, project manager utilizes only $7 \%$ of the resource, and the project team increases its share to $16 \%$. These data indicate that characteristics of the project team essentially affect the course of the project, which allowed us to eliminate the contradiction between a project team and its manager detected in the base project.
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