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## 1. Introduction

Traditional problems on describing the behavior and estimation of effectiveness of multiparametric systems are solved on the assumption that basic parameters of the system in the process of its functioning do not change [1-4]. For example, in the analysis of service systems, assumptions are used on that the intensity of incoming flow of requests, as well as the number of system's channels and their productivity, are set and fixed. In this case, under conditions of correctly described incoming flow of requests, it is possible to obtain a closed description of the mathematical model, which defines the process the system functions. In particular, especially simple correlations occur if we consider that the incoming flow of requests is of Poisson kind and service duration is distributed exponentially. At the same time, when solving many practical problems, it is necessary to consider the circumstance that parameters of the analyzed system are not necessarily constants but they may vary stochastically. The models that emerge in this case are beyond the framework of classical theory and thus require studying. It is clear that it is hardly expedient to pose the appropriate problems of systems analysis in the most general statement in view of its insufficient meaningfulness. Given this, we shall confine ourselves to examining the Markov systems.

## 2. Literature review and problem statement

A traditional procedure for the analysis of Markov systems consists of the following. Infinitesimal matrix $\Lambda=\left(\lambda_{\mathrm{ij}}\right)$ of transition intensities is assigned. A vector-function is introduced:

$$
\mathrm{P}(\mathrm{t})=\left(\mathrm{p}_{1}(\mathrm{t}), \mathrm{p}_{2}(\mathrm{t}), \ldots, \mathrm{p}_{\mathrm{n}}(\mathrm{t})\right),
$$

whose components define the laws of variation over time of probabilities of the system being on a set of possible states. Then behavior of the system, as is known, is described by the Kolmogorov system of differential equations [1, 2]:

$$
\begin{equation*}
\frac{\mathrm{dp}_{\mathrm{k}}(\mathrm{t})}{\mathrm{dt}}=\sum_{\mathrm{j} \in \mathrm{E}_{\mathrm{k}}^{\prime}} \lambda_{\mathrm{jk}} \mathrm{p}_{\mathrm{j}}(\mathrm{t})-\mathrm{p}_{\mathrm{k}}(\mathrm{t}) \sum_{\mathrm{j} \in \mathrm{E}_{\mathrm{k}}} \lambda_{\mathrm{k}}, \quad \mathrm{k}=1,2, \ldots, \mathrm{n}, \tag{1}
\end{equation*}
$$

where $\lambda_{\mathrm{jk}}$ is the intensity of transition from the j -th state into the k -th one; $\mathrm{p}_{\mathrm{j}}(\mathrm{t})$ is the probability that in moment $t$, the system will be in state $j ; E_{k}^{+}$is the set of states, from which a transition is possible into state k in one step; $\mathrm{E}_{\mathrm{k}}^{-}$is the set of states, into which a transition is possible from state k in one step.

A system of linear differential equations (1) at the assigned initial conditions (for example, $\mathrm{P}(0)=\left(\begin{array}{llll}1 & 0 & \ldots & 0\end{array}\right)$ is
solved by known methods [3]. If, in this case, there is interest not in a transient process, but in a stationary distribution of probabilities of states of the system, then

$$
\frac{\mathrm{dp}_{\mathrm{k}}(\mathrm{t})}{\mathrm{dt}}=0, \mathrm{k}=1,2, \ldots, \mathrm{n},
$$

and system (1) reduces to the system of linear algebraic equations [4, 5]:

$$
\begin{equation*}
\sum_{\mathrm{j} \in E_{\mathrm{k}}^{E}} \lambda_{\mathrm{jk}} \mathrm{p}_{\mathrm{j}}-\mathrm{p}_{\mathrm{k}} \sum_{\mathrm{j} \in E_{\bar{k}}} \lambda_{\mathrm{kj}}=0, \mathrm{k}=1,2, \ldots, \mathrm{n} . \tag{2}
\end{equation*}
$$

This system is solved together with the normalization condition:

$$
\begin{equation*}
\sum_{\mathrm{j}=1}^{\mathrm{n}} \mathrm{p}_{\mathrm{j}}=1 \tag{3}
\end{equation*}
$$

and defines the desired distribution of probabilities of states.
The problem, naturally, becomes more complicated if the elements of infinitesimal matrix $\Lambda=\left(\lambda_{\mathrm{ij}}\right)$ of the intensities of transitions cannot be evaluated precisely. We shall consider that in a typical situation with a small sample of initial data, the statistical material available is insufficient for obtaining the adequate theoretically probabilistic description of the processes the system functions. However, these data make it possible to obtain the description in the terms of the theory of fuzzy sets with required quality. Principles of the theory of fuzzy sets are presented in [6-9]. [10-12] examined the methods for systems analysis and decision making under conditions of fuzzy initial data. Let us assume that the elements of matrix of the intensities of transitions are the fuzzy numbers with known membership functions. Assume that in order to assign these fuzzy numbers, we used a Gaussian form of representation, that is:

$$
\begin{equation*}
\mu\left(\lambda_{\mathrm{ij}}\right)=\exp \left\{-\frac{\left(\lambda_{\mathrm{ij}}-\lambda_{\mathrm{ij}}^{(0)}\right)^{2}}{\sum \sigma_{\mathrm{ij}}^{2}}\right\}, \quad i=1,2, \ldots, \mathrm{n}, \quad \mathrm{j}=1,2, \ldots, \mathrm{n} . \tag{4}
\end{equation*}
$$

In this case, the system of linear algebraic equations (2) will contain the indistinctly described parameters and, given this, traditional methods of its solution are not applicable.

We shall note that difficulties in the analysis of real systems are not limited by the impossibility of precise determining the parameters of Markov system. The problems are of a more general character. Contemporary understanding of the processes of functioning of complex systems testifies to the insufficient adequacy of their Markov descriptions, widely and traditionally employed. The nonexponentiality of the processes of systems being in their possible states they predetermines the expediency of applying in the problems of analysis and synthesis of real systems a more flexible mathematical apparatus - the theory of semi-Markov processes (SMP). Technologies of solving such problems under conditions of SMP are well developed and efficient [13-15].

Assume that the system is assigned by a set of states $E=\left\{E_{1}, E_{2}, \ldots, E_{n}\right\}$ and a set of its possible transitions from some states to others. We shall determine SMP in this system by the matrix of conditional distribution functions $F(t)=\left(F_{i j}(t)\right), \quad i, j \in E$, durations of being in each state before exiting it and by matrix $\mathrm{P}=\left(\mathrm{P}_{\mathrm{ij}}\right)$ of transition probabilities of the embedded Markov chain (EMC). Then, as is known, the asymptotic behavior of SMP is described by a vector of
final probabilities of states of the system whose components are calculated by formula

$$
\begin{equation*}
\mathrm{V}_{\mathrm{i}}=\frac{\pi_{\mathrm{i}} \mathrm{~T}_{\mathrm{i}}}{\sum_{\mathrm{i} \in \mathrm{E}} \pi_{\mathrm{i}} \mathrm{~T}}, \quad \mathrm{i}=1,2, \ldots, \mathrm{n}, \tag{5}
\end{equation*}
$$

where $\pi_{i}$ is the component of stationary distribution of probabilities of the states of EMC that determines probability of the $i$-th state, $i \in E ; T_{i}$ is the mean duration of SMP being in state $i$ before exiting this state, $i \in E$.

In this case, stationary distribution $\pi=\left(\begin{array}{lllll}\pi_{1} & \pi_{2} & \ldots . & \pi_{\mathrm{m}}\end{array}\right)$ of the EMC states is found by using the matrix of transition probabilities P as a result of solving a system of equations:

$$
\begin{equation*}
\pi=\pi \mathrm{P} \tag{6}
\end{equation*}
$$

supplemented by the normalization condition:

$$
\begin{equation*}
\sum_{i \in E} \pi_{i}=1 \tag{7}
\end{equation*}
$$

and the mean duration of being in $\mathrm{E}_{\mathrm{i}}$ before exiting it is determined by relationship:

$$
\begin{equation*}
\mathrm{T}_{\mathrm{i}}=\sum_{\mathrm{j} \in \mathrm{E}, j \neq \mathrm{i}} \mathrm{P}_{\mathrm{i} j} \int_{0}^{\infty}\left(1-\mathrm{F}_{\mathrm{ij}}(\mathrm{t})\right) \mathrm{dt}, \quad \mathrm{i} \in \mathrm{E} . \tag{8}
\end{equation*}
$$

However, in practice, the situations frequently occur when, for objective reasons, analytical descriptions of basic elements in the Markov and semi-Markov models cannot be obtained precisely. In this case, the least demanding is the representation of these elements of SMP by the means of theory of fuzzy sets.

We shall in this case consider that the analytical descriptions of conditional distribution functions $F_{i j}(t)$ of the duration of being in each of the states before exiting contain a fuzzy parameter $\theta$. Then, determined by the distribution $F_{i j}(t, \theta)$ for a fixed $t$, the value of the probability of the fact that random duration of being in $E_{i}$ before passing into $E_{j}$ will be less than t , becomes a fuzzy number. The membership function of this number is determined by the membership function of fuzzy parameter $\theta$. Analysis of the system by traditional methods in this case is impossible.

Conducted analysis of the known approaches to solving the problems on complex systems analysis allows us to draw the following conclusions. These approaches actually employ the assumption that parameters of the systems are known and determined. This is not the case in real situations, and the level of uncertainty depends considerably on the volume of available statistical material. In this case, in the most frequently occurring situations with a small sample of initial data, the most adequate models are not theoretically-probabilistic, but fuzzy models. This circumstance renders relevance to a problem on developing the mathematical tools to solve the problems of systems theory taking into account the uncertainty in the values of their parameters. Solving this problem is particularly important for the Markov systems whose formal models are maximally parametrized. The range of topics in the publications on this subject is very wide. They examine problems on making fuzzy decisions in the Markov systems [16], the problems of fuzzy control in such systems [17], etc. In all cases, correctness of the result is defined by the level of substantiation of the adopted technology for calculating the
stationary probability distributions for the fuzzy Markov systems. This task is of theoretical interest.

Let us state the problem on developing the procedure for systems analysis whose behavior is described by the Markov or semi-Markov process with indistinctly defined parameters.

## 3. The aim and tasks of the study

The aim of present study is to develop axiomatics and a mathematical toolbox for the theory of fuzzy sets in order to solve problems on the analysis of Markov systems.

To achieve the set aim, the following tasks were formulated:

- development of a procedure for calculating the stationary distribution of probabilities of states of the Markov system with a fuzzy matrix of intensities of transitions;
- calculation of statistical characteristics of the semi-Markov system whose parameters are assigned indistinctly;
- development of a procedure for calculating the stationary distribution of probabilities of states of the semi-Markov system, whose parameters are assigned indistinctly.


## 4. Analysis of Markov and semi-Markov systems with parameters that are not clearly assigned

Let us examine a problem on finding the final distribution of probabilities of states of the Markov system whose behavior is determined by a fuzzy matrix of the intensities of transitions $\Lambda=\left(\lambda_{\mathrm{ij}}\right)$. In connection with this, let us supplement the model of this system, introduced above (2), (3), by relationships (4) that assign the membership functions of fuzzy intensities of transitions. Thus, there appears a system of linear algebraic equations whose parameters are not clearly assigned.

Let us explore the technology of solving such systems in a general form.

Assume that it is necessary to solve system n of linear algebraic equations with n unknowns:

$$
\begin{align*}
& \mathrm{a}_{11} \mathrm{x}_{1}+\mathrm{a}_{12} \mathrm{x}_{2}+\ldots+\mathrm{a}_{1 \mathrm{n}} \mathrm{x}_{\mathrm{n}}-\mathrm{a}_{1, n+1}=0 \\
& \mathrm{a}_{21} \mathrm{x}_{1}+\mathrm{a}_{22} \mathrm{x}_{2}+\ldots+\mathrm{a}_{2 \mathrm{n}} \mathrm{x}_{\mathrm{n}}-\mathrm{a}_{2, \mathrm{n}+1}=0,  \tag{9}\\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& \mathrm{a}_{\mathrm{n} 1} \mathrm{x}_{1}+\mathrm{a}_{\mathrm{n} 2} \mathrm{x}_{2}+\ldots+\mathrm{a}_{\mathrm{nn}} \mathrm{x}_{\mathrm{n}}-\mathrm{a}_{\mathrm{n}, \mathrm{n}+1}=0 .
\end{align*}
$$

We shall consider parameters of system (9) to be the Gaussian fuzzy numbers with membership functions. The choice of this form of the membership function is predetermined by the ease of fulfilling the operations over fuzzy numbers of this type [12].

Introduce

$$
\begin{equation*}
\mu\left(\mathrm{a}_{\mathrm{ij}}\right)=\exp \left\{-\frac{\left(\mathrm{a}_{\mathrm{ij}}-\mathrm{a}_{\mathrm{ij}}^{(0)}\right)^{2}}{2 \sigma_{\mathrm{ij}}^{2}}\right\}, \mathrm{i}=1,2, \ldots, \mathrm{n}, \mathrm{j}=1,2, \ldots, \mathrm{n}+1 . \tag{10}
\end{equation*}
$$

Now we shall point that relationships (9) and (10) assign the fuzzy system of linear algebraic equations.

Introduce a set of fuzzy numbers

$$
\begin{align*}
& \mathrm{Z}_{1}=\sum_{\mathrm{j}=1}^{\mathrm{n}} \mathrm{a}_{1 \mathrm{j}} \mathrm{x}_{\mathrm{j}}-\mathrm{a}_{1}, \mathrm{n}+1, \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \tag{11}
\end{align*}
$$

Let us solve now a generated (9), (10) clear system of linear algebraic equations by using modal values $\mathrm{a}_{\mathrm{ij}}^{(0)}$ of fuzzy numbers $a_{i j}, i=1,2, \ldots, n, j=1,2, \ldots, n+1$ :

$$
\begin{equation*}
\sum_{j=1}^{n} a_{i j}^{(0)} x_{j}-a_{i, n+1}^{(0)}, \quad i=1,2, \ldots, n . \tag{12}
\end{equation*}
$$

Introduce:

$$
\begin{aligned}
& A^{(0)}=\left(a_{i j}^{(0)}\right), \quad X=\left\{x_{j}\right\}, \\
& A_{n+1}^{(0)}=\left(a_{i, n+1}^{(0)}\right), \quad i=1,2, \ldots n, \quad j=1,2, \ldots n .
\end{aligned}
$$

In this case, system of equations (12) in the matrix form is as follows:

$$
\mathrm{A}^{(0)} \mathrm{X}-\mathrm{A}_{\mathrm{n}+1}^{(0)}=0
$$

Then we shall define a clear solution of problem (9), (10) the set $X=\left\{x_{j}\right\}, j=1,2, \ldots, n$, which minimizes the sum of indicators of compactness of figures, constrained by membership functions $\mu\left(Z_{i}\right)$ of fuzzy numbers $Z_{1}, Z_{2}, \ldots, Z_{n}$, and being least deviated from $X^{(0)}$. The sense of this criterion is clear. Its application ensures obtaining the set of clear numbers $x_{1}, x_{2}, \ldots, x_{n}$, for which membership functions of numbers $\mathrm{Z}_{1}, \mathrm{Z}_{2}, \ldots, \mathrm{Z}_{\mathrm{n}}$, are the least blurred and have modal values that are maximally close to zero. Presented constructive idea of solving the system of linear algebraic equations was for the first time formulated in [18]. A fundamental deficiency in the approach, which realizes this idea in [18], is in the fact that obtained solution will not necessarily satisfy constraints on variables. The deficiency indicated is eliminated here.

We shall write required relationships, which provide for obtaining the solution of problem (9), (10), in the above sense. In accordance with (10), let us determine the membership functions of fuzzy numbers $Z_{1}, Z_{2}, \ldots, Z_{n}$, assigned by (11). In this case:

$$
\begin{aligned}
& \mu\left(z_{i}\right)=\mu\left(\sum_{j=1}^{n} a_{i j} x_{j}-a_{i, n+1}\right)= \\
& =\exp \left\{-\frac{\left[z_{i}-\left(\sum_{j=1}^{n} a_{i j}^{(0)} x_{j}-a_{i, n+1}^{(0)}\right)\right]}{2\left(\sum_{j=1}^{n} \sigma_{i j}^{2} x_{j}^{2}+\sigma_{i, n+1}^{2}\right)}\right\}=\exp \left\{-\frac{\left(z_{i}-m_{i}\right)^{2}}{2 \sigma_{i}^{2}}\right\}, \\
& m_{i}=\sum_{j=1}^{n} a_{i j}^{(0)} x_{j}-a_{i, n+1}^{(0)}, \quad \sigma_{i}^{2}=\sum_{j=1}^{n} \sigma_{i j}^{2} x_{j}^{2}+\sigma_{i, n+1}^{2}, \quad i=1,2, \ldots, n .
\end{aligned}
$$

If $X^{(0)}=\left\{X_{j}^{(0)}\right\}$ is the solution of a system of equations (12), parameters of which correspond to the modal values of membership functions (10), then as a measure of deviation of the desired solution of problem X from modal solution $\mathrm{X}^{(0)}$, we use:

$$
\mathrm{J}_{1}=\sum_{\mathrm{j}=1}^{\mathrm{n}}\left(\mathrm{x}_{\mathrm{j}}-\mathrm{x}_{\mathrm{j}}^{(0)}\right)^{2}
$$

As an indicator of compactness of the membership function $\mu\left(Z_{i}\right)$, we accept the values of squares of variations $\sigma_{i}^{2}$ of fuzzy numbers $Z_{i}, i=1,2, \ldots, n$. In this case, a generalizing characteristic of the measure of compactness of solution $X$ can be calculated by formula:

$$
\begin{equation*}
J_{2}=\sum_{i=1}^{n-1} \sum_{j=1}^{n} \sigma_{i \mathrm{ij}}^{2} x_{\mathrm{j}}^{2}=\sum_{\mathrm{j}=1}^{\mathrm{n}}\left(\sum_{\mathrm{i}=1}^{\mathrm{n}-1} \sigma_{\mathrm{ij}}^{2}\right) \mathrm{x}_{\mathrm{j}}^{2}=\sum_{\mathrm{j}=1}^{\mathrm{n}} \sigma_{\mathrm{j}}^{2} \mathrm{x}_{\mathrm{j}}^{2} \tag{13}
\end{equation*}
$$

Relationship (13) took into account that the system of linear algebraic equations (12) contains ( $n-1$ ) linearly independent equations.

Thus, the problem is reduced to finding the set $X$ that minimizes complex criterion:

$$
\begin{equation*}
\mathrm{J}(\mathrm{x})=\mathrm{J}_{1}+\mathrm{J}_{2}=\sum_{\mathrm{j}=1}^{\mathrm{n}} \sigma_{\mathrm{j}}^{2} \mathrm{x}_{\mathrm{j}}^{2}+\sum_{\mathrm{j}=1}^{\mathrm{n}}\left(\mathrm{x}_{\mathrm{j}}-\mathrm{x}_{\mathrm{j}}^{(0)}\right)^{2} \tag{14}
\end{equation*}
$$

on the set of solutions of equation:

$$
\begin{equation*}
\sum_{\mathrm{j}=1}^{\mathrm{n}} \mathrm{x}_{\mathrm{j}}=1, \quad \mathrm{x}_{\mathrm{j}} \geq 0, \quad \mathrm{j}=1,2, \ldots, \mathrm{n} \tag{15}
\end{equation*}
$$

We shall obtain a solution of the problem by the method of Lagrange indeterminate coefficients.

A Lagrange function takes the form:

$$
\Phi(\mathrm{x})=\sum_{\mathrm{j}=1}^{\mathrm{n}} \sigma_{\mathrm{j}}^{2} \mathrm{x}_{\mathrm{j}}^{2}+\sum_{\mathrm{j}=1}^{\mathrm{n}}\left(\mathrm{x}_{\mathrm{j}}-\mathrm{x}_{\mathrm{j}}^{(0)}\right)^{2}-\lambda\left(\sum_{\mathrm{j}=1}^{\mathrm{n}} \mathrm{x}_{\mathrm{j}}-1\right)
$$

Next

$$
\frac{d J(x)}{d x_{j}}=2 \sigma_{j}^{2} x_{j}+2 \sum_{j=1}^{n}\left(x_{j}-x_{j}^{(0)}\right)-\lambda=0, \quad j=1,2, \ldots, n
$$

Hence

$$
2 \mathrm{x}_{\mathrm{j}}\left(\sigma_{\mathrm{j}}^{2}+1\right)=\lambda+2 \mathrm{x}_{\mathrm{j}}^{(0)}
$$

$$
\mathrm{x}_{\mathrm{j}}=\frac{\lambda+2 \mathrm{x}_{\mathrm{j}}^{(0)}}{2\left(\sigma_{\mathrm{j}}^{2}+1\right)}=\frac{\lambda}{2} \cdot \frac{1}{\sigma_{\mathrm{j}}^{2}+1}+\frac{\mathrm{x}_{\mathrm{j}}^{(0)}}{\sigma_{\mathrm{j}}^{2}+1}
$$

$$
\begin{equation*}
\mathrm{j}=1,2, \ldots, \mathrm{n} \tag{16}
\end{equation*}
$$

By substituting (16) into (15), find $\lambda / 2$. We obtain:

$$
\sum_{j=1}^{\mathrm{n}} \mathrm{x}_{\mathrm{j}}=\frac{\lambda}{2} \sum_{\mathrm{j}=1}^{\mathrm{n}} \frac{1}{\sigma_{\mathrm{j}}^{2}+1}+\sum_{\mathrm{j}=1}^{\mathrm{n}} \frac{\mathrm{x}_{\mathrm{j}}^{(0)}}{\sigma_{\mathrm{j}}^{2}+1}=1
$$

Then

$$
\begin{equation*}
\frac{\lambda}{2}=\frac{1}{\sum_{j=1}^{n} \frac{1}{\sigma_{j}^{2}+1}}\left(1-\sum_{j=1}^{n} \frac{x_{j}^{(0)}}{\sigma_{j}^{2}+1}\right) \tag{17}
\end{equation*}
$$

By substituting (17) in (16), we shall obtain a relationship for calculating the desired distribution $x_{j}, j=1,2, \ldots, n$, of probabilities of states of the system. In this case:

$$
\begin{align*}
& x_{j}=\frac{1}{\sigma_{j}^{2}+1} \frac{1}{\sum_{j=1}^{n} \frac{1}{\sigma_{j}^{2}+1}}\left(1-\sum_{j=1}^{n} \frac{x_{j}^{(0)}}{\sigma_{j}^{2}+1}\right)+\frac{x_{j}^{(0)}}{\sigma_{j}^{2}+1}= \\
& \frac{1}{\sigma_{j}^{2}+1}\left[x_{j}^{(0)}+\frac{1-\sum_{j=1}^{n} \frac{x_{j}^{(0)}}{\sigma_{j}^{2}+1}}{\sum_{j=1}^{n} \frac{1}{\sigma_{j}^{2}+1}}\right] . \tag{18}
\end{align*}
$$

It is easy to see that for two possible extreme situations with uncertainty $\left(\sigma_{j}=0\right.$ or $\left.\sigma_{j}=\infty, j=1,2, \ldots, n\right)$, formula (18) yields natural results:

$$
\lim _{\sigma_{j} \rightarrow 0} x_{j}=x_{j}^{(0)}, \quad \lim _{\sigma \rightarrow \infty} x_{j}=\frac{1}{n}, \quad j=1,2, \ldots, n
$$

Let us pass to the problem on analysis of a fuzzy semi-Markov system. We begin from the uncertainty in the description of functions of distribution of duration of the system being in any specific state before passing to another state.

Assume, for example, that durations of the system being in $E_{i}$ before passing on to $E_{j}$ are distributed exponentially, that is:

$$
\mathrm{F}_{\mathrm{ij}}(\mathrm{t})=1-\mathrm{e}^{-\lambda_{\mathrm{ij}} \mathrm{t}}, \quad \mathrm{t}>0,(\mathrm{i}, \mathrm{j}) \in \mathrm{E},
$$

in this case, parameters $\lambda_{\mathrm{ij}}$ are the fuzzy numbers with membership functions:

$$
\mu_{\lambda}\left(\lambda_{\mathrm{ij}}\right)=\left\{\begin{array}{l}
1, \lambda_{\mathrm{ij}} \in\left[\mathrm{a}_{\mathrm{ij}}, \mathrm{~b}_{\mathrm{ij}}\right]  \tag{19}\\
0, \lambda_{\mathrm{ij}} \notin\left[\mathrm{a}_{\mathrm{ij}}, \mathrm{~b}_{\mathrm{ij}}\right]
\end{array}\right.
$$

In this case, the fuzzy value of conditional mean value of duration $T_{i j}$ being in $E_{i}$ before passing on to $E_{j}$ is equal to:

$$
\begin{equation*}
\mathrm{T}_{\mathrm{ij}}=\int_{0}^{\infty}\left(1-\mathrm{F}_{\mathrm{ij}}(\mathrm{t})\right) \mathrm{dt}=\int_{0}^{\infty} \mathrm{e}^{-\lambda_{\mathrm{ij}}} \mathrm{dt}=\frac{1}{\lambda_{\mathrm{ij}}} \tag{20}
\end{equation*}
$$

Find the membership function of fuzzy number $j=$ $=1,2, \ldots, n-1$ In accordance with the principle of generalization [6], a membership function of the result of executing the operation $z=f(x)$ over fuzzy number $x$ with the membership function $\mu_{\mathrm{x}}(\mathrm{x})$ takes the form $\mu_{\mathrm{x}}\left(\mathrm{f}^{-1}(\mathrm{z})\right)$. Then we receive:

$$
\mu\left(T_{\mathrm{ij}}\right)=\mu_{\lambda}\left(\frac{1}{\mathrm{~T}_{\mathrm{ij}}}\right)=\left\{\begin{array}{l}
1, \frac{1}{\mathrm{~T}_{\mathrm{ij}}} \in\left[\mathrm{a}_{\mathrm{ij}}, \mathrm{~b}_{\mathrm{ij}}\right], \\
0, \frac{1}{\mathrm{~T}_{\mathrm{ij}}} \notin\left[\mathrm{a}_{\mathrm{ij}}, \mathrm{~b}_{\mathrm{ij}}\right] .
\end{array}\right.
$$

Hence

$$
\mu\left(\mathrm{T}_{\mathrm{ij}}\right)=\left\{\begin{array}{l}
1, \mathrm{~T}_{\mathrm{ij}} \in\left[\frac{1}{\mathrm{~b}_{\mathrm{ij}}}, \frac{1}{\mathrm{a}_{\mathrm{ij}}}\right],  \tag{21}\\
0, \mathrm{~T}_{\mathrm{ij}} \notin\left[\frac{1}{\mathrm{~b}_{\mathrm{ij}}}, \frac{1}{\mathrm{a}_{\mathrm{ij}}}\right] .
\end{array}\right.
$$

In fuzzy mathematics, the concept of "mathematical expectation" is lacking, instead of which there is the concept of "expected value". Calculation of the expected value of fuzzy number x with carrier $\left(\pi_{1}^{(0)}, \pi_{2}^{(0)}, \ldots, \pi_{\mathrm{n}}^{(0)}\right)$ and membership function $\mu(x)$ is carried out by formula:

$$
\begin{equation*}
\mu(x)=\frac{\int_{c}^{d} x \mu(x) d x}{\int_{c}^{d} \mu(x) d x} \tag{22}
\end{equation*}
$$

Let us perform the required actions for calculating the conditional expected value of indistinctly assigned duration $T_{i j}$ of being in $E_{i}$ under condition of transition to $E_{j}$. We obtain:

$$
\begin{align*}
& D_{i j}=\alpha_{i j}\left(1-r_{i j}\right)=\beta_{i j}\left(1+r_{i j}\right)=\frac{2 \alpha_{i j} \beta_{\mathrm{ij}}}{\alpha_{\mathrm{ij}}+\beta_{\mathrm{ij}}} .  \tag{23}\\
& \frac{1}{\mathrm{a}_{i j}} \mathrm{~T}_{\mathrm{ij}} \mu\left(\mathrm{~T}_{\mathrm{ij}}\right) \mathrm{dT} \mathrm{~T}_{\mathrm{ij}}=\frac{1}{2}\left[\left(\frac{1}{\mathrm{~b}_{\mathrm{ij}}}\right)^{2}-\left(\frac{1}{\mathrm{a}_{\mathrm{ij}}}\right)^{2}\right] . \tag{24}
\end{align*}
$$

Then, with regard to (22), we receive:

$$
\begin{equation*}
\mathrm{M}\left[\mathrm{~T}_{\mathrm{ij}}\right]=\frac{1}{2}\left(\frac{1}{\mathrm{a}_{\mathrm{ij}}}+\frac{1}{\mathrm{~b}_{\mathrm{ij}}}\right)=\frac{\mathrm{a}_{\mathrm{ij}}+\mathrm{b}_{\mathrm{ij}}}{2 \mathrm{a}_{\mathrm{ij}} \mathrm{~b}_{\mathrm{ij}}} . \tag{25}
\end{equation*}
$$

Now, using natural analog (7), we compute the unconditional expected value of the duration of being in $E_{i}$ before passing on into any other state:

$$
\begin{equation*}
\mathrm{T}_{\mathrm{i}}=\sum_{\mathrm{j} \in \mathrm{E}, \mathrm{j} \neq \mathrm{i}} \mathrm{P}_{\mathrm{ij}} \mathrm{~T}_{\mathrm{ijj}}=\sum_{\mathrm{j} \in \mathrm{~F}, \mathrm{j} \neq \mathrm{i}} \frac{\mathrm{a}_{\mathrm{ij}}+\mathrm{b}_{\mathrm{ij}}}{2 \mathrm{a}_{\mathrm{ij}} \mathrm{~b}_{\mathrm{ij}}} \mathrm{P}_{\mathrm{ij}} . \tag{26}
\end{equation*}
$$

It is clear that the simplicity of relationship (26) is wholly and entirely predetermined by the simplicity of assigning the membership function with a fuzzy parameter of conditional function of distribution of the duration of being in each of the states of the system. Considerable difficulties in the solution of this problem appear if the distribution functions of durations of being in the states of a semi-Markov system are not exponential. In this case, real situation is as follows: there is some set of observations of the random duration of being in each of the states before exiting. Results of the observations are represented by fuzzy numbers with the assigned membership functions. In this case, a preliminary step is necessary - the restoration of unknown densities of distribution of the random values of the observed magnitudes, for example, by the maximum likelihood method. This scheme leads to a fuzzy problem of mathematical programming with the possible methods of solution examined in [19]. Still more complex is the situation when the descriptions of these functions are constrained by the values of two statistical characteristics - mathematical expectation and dispersion in the corresponding random magnitudes. In this case, it is expedient to solve the problem under the assumption about the worst distribution density, obtained by solving the problem on the continuous linear programming [20, 21]. Finally, this problem becomes most difficult if the indeterminate parameters of distribution functions of the durations of being in the states of the system are described in the terms of inaccurate mathematics [22]. A possible approach to overcoming the problems occurring here is the use of fuzzy models of inaccurate parameters of the problem [23].

Let us return to the task of analysis of a semi-Markov system. Let us examine the procedure to account for possible fuzziness in the description of elements of matrix of transition probabilities $\mathrm{P}=\left\{\mathrm{P}_{\mathrm{ij}}\right\}$, assigned by the corresponding
membership function $\mu\left(\mathrm{P}_{\mathrm{ij}}\right)$. A problem arises when finding the stationary distribution of probabilities of states of the embedded Markov chain due to the need of solving the system of linear algebraic equations (6), (7), whose parameters are not clearly assigned.

Let us write a system of equations (6), (7) in the scalar form:

$$
\begin{align*}
& \pi_{1}\left(\mathrm{P}_{11}-1\right)+\pi_{2} \mathrm{P}_{21}+\ldots+\pi_{\mathrm{n}} \mathrm{P}_{\mathrm{n} 1}=0, \\
& \pi_{1} \mathrm{P}_{12}+\pi_{2}\left(\mathrm{P}_{22}-1\right)+\ldots+\pi_{\mathrm{n}} \mathrm{P}_{\mathrm{n} 2}=0,  \tag{27}\\
& \pi_{1} \mathrm{P}_{1, \mathrm{n}-1}+\pi_{2} \mathrm{P}_{2, \mathrm{n}-1}+\ldots+\pi_{\mathrm{n}-1}\left(\mathrm{P}_{\mathrm{n}-1, \mathrm{n}-1}-1\right)+\pi_{\mathrm{n}} \mathrm{P}_{\mathrm{n}, \mathrm{n}-1}=0, \\
& \pi_{1}+\pi_{2}+\ldots+\pi_{n-1}+\pi_{n}=1 .
\end{align*}
$$

A general scheme of solving this system of equations corresponds to the procedure, described in the solution of system (9).

Let us solve a system of equations (27) by assigning the values of coefficients $\mathrm{P}_{\mathrm{ij}}$, equal to their modal values $\mathrm{P}_{\mathrm{ij}}^{(0)}$, $i=1,2, \ldots, n, \quad j=1,2, . . n-1$. Let $\pi^{(0)}=\left(\pi_{1}^{(0)}, \pi_{2}^{(0)}, \ldots, \pi_{n}^{(0)}\right)$ be a solution of this system.

Introduce the set of numbers the way we did before:

$$
\begin{align*}
& \mathrm{Z}_{1}=\pi_{1}\left(\mathrm{P}_{11}-1\right)+\pi_{2} \mathrm{P}_{21}+\ldots+\pi_{\mathrm{n}} \mathrm{P}_{\mathrm{n} 1} \text {, } \\
& \mathrm{Z}_{2}=\pi_{1} \mathrm{P}_{12}+\pi_{2}\left(\mathrm{P}_{22}-1\right)+\ldots+\pi_{\mathrm{n}} \mathrm{P}_{\mathrm{n} 2} \text {, }  \tag{28}\\
& \mathrm{Z}_{\mathrm{n}-1}=\pi_{1} \mathrm{P}_{1, \mathrm{n}-1}+\pi_{2} \mathrm{P}_{2, \mathrm{n}-1}+\ldots+\pi_{\mathrm{n}} \mathrm{P}_{\mathrm{n}, \mathrm{n}-1} .
\end{align*}
$$

By applying the rules of fulfilling the operations over fuzzy numbers [6-9], taking into account the assigned membership functions for transition probabilities $\left(\mathrm{P}_{\mathrm{ij}}\right)$, let us find membership functions $\mu\left(Z_{1}\right), \mu\left(Z_{2}\right), \ldots, \mu\left(Z_{n-1}\right)$ of the fuzzy numbers (28). The modal values of these fuzzy numbers depend on the set $\left(\pi_{1}, \pi_{2}, \ldots, \pi_{\mathrm{n}}\right)$ and are equal to:

$$
\begin{align*}
& \mathrm{Z}_{1}^{(0)}=\pi_{1}\left(\mathrm{P}_{11}^{(0)}-1\right)+\pi_{2} \mathrm{P}_{21}^{(0)}+\ldots+\pi_{\mathrm{n}} \mathrm{P}_{\mathrm{n} 1}^{(0)}, \\
& \mathrm{Z}_{2}^{(0)}=\pi_{1} \mathrm{P}_{12}^{(0)}+\pi_{2}\left(\mathrm{P}_{22}^{(0)}-1\right)+\ldots+\pi_{\mathrm{n}} \mathrm{P}_{\mathrm{n} 2}^{(0)},  \tag{29}\\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . \\
& \mathrm{Z}_{\mathrm{n}-1}^{(0)}=\pi_{1} \mathrm{P}_{1, \mathrm{n}-1}^{(0)}+\pi_{2} \mathrm{P}_{2, \mathrm{n}-1}^{(0)}+\ldots+\pi_{\mathrm{n}} \mathrm{P}_{\mathrm{n}, \mathrm{n}-1}^{(0)} .
\end{align*}
$$

It is obvious that compactness and configuration of the membership functions $\mu\left(Z_{1}\right), \mu\left(Z_{2}\right), \ldots, \mu\left(Z_{n-1}\right)$ are also defined by the set $\left(\pi_{1}, \pi_{2}, \ldots, \pi_{\mathrm{n}}\right)$. Now it is possible to pose the problem on finding the clear solution of a fuzzy system of equations (27). As earlier, natural requirements are demanded of this solution. First, the desired set:

$$
\pi^{*}=\left(\pi_{1}^{*}, \pi_{2}^{*}, \ldots, \pi_{\mathrm{n}}^{*}\right)
$$

must minimally differ from set $\left(\pi_{1}^{(0)}, \pi_{2}^{(0)}, \ldots, \pi_{\mathrm{n}}^{(0)}\right)$, that is, modal values $\mathbf{Z}_{1}^{(0)}, \mathbf{Z}_{2}^{(0)}, \ldots, \mathbf{Z}_{n-1}^{(0)}$ must be maximally close to zero. Second, it is desirable that the uncertainty bodies, assigned by the membership functions

$$
\mu\left(\mathrm{Z}_{1}, \pi^{*}\right), \mu\left(\mathrm{Z}_{2}, \pi^{*}\right), \ldots, \mu\left(\mathrm{Z}_{\mathrm{n}-1}, \pi^{*}\right)
$$

be maximally compact (the least blurred).
Let fuzzy numbers $\left(\mathrm{P}_{\mathrm{ij}}\right)$ be assigned by membership functions ( $L-R$ ) - of the type [6, 7], more general than relationships (10), that is:

$$
\mu\left(P_{i j}\right)=\left\{\begin{array}{l}
L\left(\frac{P_{i j}^{(0)}-P_{i j}}{\alpha_{i j}}\right), P_{i j} \leq P_{i j}^{(0)},  \tag{30}\\
\left.R\left(\frac{P_{i j}-P_{i j}^{(0)}}{\beta_{i j}}\right), P_{i j}\right\rangle P_{i j}^{(0)},
\end{array}\right.
$$

where $\alpha_{\mathrm{ij},}, \beta_{\mathrm{ij}}$ are the left and right fuzziness coefficients.
If we select $L$ and $R$ functions as Gaussian, then (30) takes the form:

$$
\mu\left(P_{i j}\right)=\left\{\begin{array}{l}
\exp \left\{-\frac{\left(P_{i j}^{(0)}-P_{i j}\right)^{2}}{2 \alpha_{i j}}\right\}, \mathrm{P}_{\mathrm{ij}} \leq \mathrm{P}_{\mathrm{ij}}^{(0)},  \tag{31}\\
\left.\exp \left\{-\frac{\left(\mathrm{P}_{\mathrm{ij}}-\mathrm{P}_{\mathrm{ij}}^{(0)}\right)^{2}}{2 \beta_{\mathrm{ij}}}\right\}, \mathrm{P}_{\mathrm{ij}}\right\rangle P_{\mathrm{ij}}^{(0)} .
\end{array}\right.
$$

Let us note that relationship (31) can be recorded in a more compact form:

$$
\begin{equation*}
\mu_{\mathrm{ij}}\left(\mathrm{P}_{\mathrm{ij}}\right)=\exp \left\{-\frac{\left(\mathrm{P}_{\mathrm{ij}}-\mathrm{P}_{\mathrm{ij}}^{(0)}\right)^{2}}{2 \mathrm{D}_{\mathrm{ij}}}\left(1+\mathrm{r}_{\mathrm{ij}} \operatorname{Sign}\left(\mathrm{P}_{\mathrm{ij}}-\mathrm{P}_{\mathrm{ij}}^{(0)}\right)\right)\right\} . \tag{32}
\end{equation*}
$$

Unknown parameters $D_{i j}$ and $r_{i j}$ are easily determined through the assigned values $\alpha_{\mathrm{ij}}$ and $\beta_{\mathrm{ij}}$. Write (32) as follows:

$$
\mu\left(P_{i j}\right)=\left\{\begin{array}{l}
\exp \left\{-\frac{\left(P_{i j}^{(0)}-P_{i j}\right)^{2}}{2 \frac{D_{i j}}{1-r_{i j}}}\right\}, \mathrm{P}_{\mathrm{ij}} \leq \mathrm{P}_{\mathrm{ij}}^{(0)},  \tag{33}\\
\left.\exp \left\{-\frac{\left(\mathrm{P}_{\mathrm{ij}}-P_{\mathrm{ij}}^{(0)}\right)^{2}}{2 \frac{D_{i j}}{1+r_{i j}}}\right\}, \mathrm{P}_{\mathrm{ij}}\right) \mathrm{P}_{\mathrm{ij}}^{(0)} .
\end{array}\right.
$$

Then $\frac{D_{i j}}{1-r_{i j}}=\alpha_{i j}, \frac{D_{i j}}{1+r_{i j}}=\beta_{i j}$, hence:

$$
\frac{1+\mathrm{r}_{\mathrm{ij}}}{1-\mathrm{r}_{\mathrm{ij}}}=\frac{\alpha_{\mathrm{ij}}}{\beta_{\mathrm{ij}}}, \mathrm{r}_{\mathrm{ij}}=\frac{\alpha_{\mathrm{ij}}-\beta_{\mathrm{ij}}}{\alpha_{\mathrm{ij}}+\beta_{\mathrm{ij}}},
$$

$$
\mathrm{D}_{\mathrm{ij}}=\alpha_{\mathrm{ij}}\left(1-\mathrm{r}_{\mathrm{ij}}\right)=\beta_{\mathrm{ij}}\left(1+\mathrm{r}_{\mathrm{ij}}\right)=\frac{2 \alpha_{\mathrm{ij}} \beta_{\mathrm{ij}}}{\alpha_{\mathrm{ij}}+\beta_{\mathrm{ij}}} .
$$

Now, with regard to (28) and (31), we shall write the membership functions of fuzzy numbers:

$$
\begin{aligned}
& \mu\left(Z_{i}\right)=\mu\left(\sum_{\mathrm{i} \neq i} \pi_{\mathrm{j}} \mathrm{P}_{\mathrm{ij}}+\pi_{\mathrm{i}}\left(\mathrm{P}_{\mathrm{ii}}-1\right)\right)= \\
& =\left\{\begin{array}{l}
\exp \left(-\frac{1}{2} \frac{\left(\mathrm{Z}_{\mathrm{i}}-\bar{Z}_{\mathrm{i}}\right)^{2}}{\alpha_{\mathrm{ij}}}\right), \mathrm{Z}_{\mathrm{i}} \leq \overline{\mathrm{Z}}_{\mathrm{i}}, \\
\exp \left(-\frac{1}{2} \frac{\left(\mathrm{Z}_{\mathrm{i}}-\bar{Z}_{\mathrm{i}}\right)^{2}}{\beta_{\mathrm{ij}}}\right), \mathrm{Z}_{\mathrm{i}}>\overline{\mathrm{Z}}_{\mathrm{i}},
\end{array}\right. \\
& \overline{\mathrm{Z}}_{\mathrm{i}}=\sum_{\mathrm{j} \neq i} \pi_{\mathrm{j}} \mathrm{P}_{\mathrm{ij}}^{(0)}+\pi_{\mathrm{i}}\left(\mathrm{P}_{\mathrm{ij}}^{(0)}-1\right), \quad \alpha_{\mathrm{i}}=\sum_{\mathrm{j}=1}^{\mathrm{n}} \pi_{\mathrm{j}}^{2} \alpha_{\mathrm{ij}} \text {, }
\end{aligned}
$$

$$
\beta_{i}=\sum_{j=1}^{n} \pi_{\mathrm{j}}^{2} \beta_{\mathrm{ij}}, \quad i=1,2, . ., n-1
$$

As an indicator of compactness of the uncertainty body, assigned by the obtained membership function, we may use an area under the appropriate curve, that is:

$$
\begin{aligned}
& S_{i}=\int_{-\infty}^{\infty} \mu\left(Z_{i}\right) d Z_{i}=\int_{-\infty}^{\bar{Z}_{i}} \exp \left(-\frac{1}{2} \frac{\left(Z_{i}-\bar{Z}_{i}\right)^{2}}{\alpha_{i}}\right) d Z_{i}+ \\
& \int_{Z_{i}}^{\infty} \exp \left(-\frac{1}{2} \frac{\left(Z_{i}-\bar{Z}_{i}\right)^{2}}{\beta_{i}}\right) d Z_{i}=\sqrt{\frac{\pi}{2}}\left(\sqrt{\alpha_{i}}+\sqrt{\beta_{i}}\right) .
\end{aligned}
$$

Then the complex optimality criterion of set

$$
\pi^{*}=\left(\pi_{1}^{*}, \pi_{2}^{*}, \ldots, \pi_{\mathrm{n}}^{*}\right)
$$

takes the form:

$$
\begin{align*}
& J\left(\pi^{*}\right)= \\
& =\sqrt{\frac{\pi}{2}} \sum_{\mathrm{i}=1}^{\mathrm{n}-1}\left(\alpha_{\mathrm{i}}^{\frac{1}{2}}\left(\pi^{*}\right)+\beta_{\mathrm{i}}^{\frac{1}{2}}\left(\pi^{*}\right)\right)+\left(\pi^{*}-\pi^{(0)}\right)\left(\pi^{*}-\pi^{(0)}\right)^{\mathrm{T}} \tag{34}
\end{align*}
$$

Thus, the problem on finding the stationary distribution of probabilities of the EMC states is reduced to the following problem on mathematical programming: to find the set $\pi^{*}=\left(\pi_{1}^{*}, \pi_{2}^{*}, \ldots, \pi_{\mathrm{n}}^{*}\right)$, which minimizes (34) and satisfies constraints:

$$
\begin{equation*}
\sum_{\mathrm{i}=1}^{\mathrm{n}} \pi_{\mathrm{i}}^{*}=1, \quad \pi_{\mathrm{i}}^{*} \geq 0 \tag{35}
\end{equation*}
$$

Let this set is found. Then by using it, with regard to (5), (8), it is possible to compute the vector of final probabilities of the SMP states. If necessary, complex criterion (34) can be modified through the introduction of weight coefficients, which consider possible differences in the levels of requirements to different components of the criterion.

Finally, we note that as an alternative criterion of compactness of uncertainty bodies for the membership functions $\mu_{i}\left(Z_{i}\right), \quad i=1,2, . ., n-1$, one may select the summary length of carriers of sets g , corresponding to them, of the level, which is equal to:

$$
R=\sum_{i=1}^{n-1} R_{i}(\gamma), R_{i}(\gamma)=\left\{Z_{i}: \mu\left(Z_{i}\right) \geq \gamma\right\}
$$

However, this does not facilitate the task in any way, since, as it is easy to demonstrate, analytical expression for computing

$$
R=\sum_{i=1}^{n-1} R_{i}(\gamma)
$$

repeats the expression for

$$
S=\sum_{i=1}^{n-1} S_{i}
$$

with the weight coefficient that depends on $g$.
We considered the problem on finding the stationary probability distribution for the Markov systems whose parameters are assigned indistinctly. A procedure for obtaining
the result is based on a special technology for solving the system of linear algebraic equations with fuzzy parameters. Solution of this problem is achieved in two stages. At the first stage, we obtained a modal solution of the system for modal values of its fuzzy parameters. At the second stage, the complex criterion is minimized, which considers a distance between the desired and modal solutions and the level of compactness in membership function of the desired solution.

## 5. Conclusions

1. We developed a procedure for calculating the stationary distribution of probabilities of states in the Markov sys-
tem whose intensities of transitions are not clearly assigned. The procedure is based on the proposed technology for solving the systems of linear algebraic equations with fuzzy coefficients.
2. We described the procedure of calculating the statistical characteristics of stationary distribution of probabilities of states in the semi-Markov system, in which parameters of the laws of distribution of durations of being in states, as well as transition probabilities, are not clearly assigned.
3. A procedure for the calculation of stationary distribution of probabilities of states in a fuzzy semi-Markov system is developed. In this case, we solve an optimization problem on the minimization of complex criterion, which considers deviations in the desired solution from the modal one and the level of compactness of membership function of this solution.
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