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1. Introduction

The search for optimal control of specific technical 
applications requires an informed choice of the methods 
that would be most suitable for these objects. Dealing with 
management of industrial objects and corresponding tech-
nological processes, it is necessary to take into account that 
such a choice of optimal control should help cope with a 
number of uncertainties. It is clear that such uncertainties 
occur due to the conditions of control objects’ operation or 
the specificity of their operation. However, making a choice 
in favor of a method, one more circumstance should be taken 
into account – whether a particular problem is considered 
from the standpoint of engineering or from the position of 
the mathematical theory of control. The presence of an ob-
vious, sometimes “competing”, dualism in this issue requires 
additional research on a number of fundamental aspects for 
successful determination of optimal management.

In this connection, it is necessary to note such key areas 
as the selection of the criterion of management optimality 
[1], the structure of the mathematical description of the con-
trol object [2–4], the substantiation of the effectiveness of 
the individual operation estimation for the implementation 
of the selected management [5–7], and the uncertainty in 
the estimation of state variables [8], which generates the 
need for their fuzzy description [9–11]. All these aspects are 
more related to applied issues in solving problems of control 

optimization, developed mostly just in the framework of en-
gineering for specific technical problems. The main objects 
of research in the field of mathematical control theory are, 
directly, methods of searching for optimal control, in par-
ticular for improving the evidence base about necessary and 
sufficient conditions for the existence of optimal solutions. 
In this regard, one interesting fact cannot be overlooked. 
Despite the active development of new directions in the 
solution of optimization tasks in the field of management, 
for example, the use of genetic algorithms or artificial neural 
networks, it is the classical methods of searching for optimal 
control that are very much in demand for research. Among 
them, in particular, is Pontryagin’s maximum principle, 
which makes it possible to solve a wide class of problems for 
objects described by systems of linear or nonlinear differ-
ential equations, to search for optimal control of processes 
with distributed parameters and discrete processes. This 
is confirmed by studies devoted to the development of the 
maximum principle for a number of applications: the search 
for optimal control of technological processes [12–14], trans-
port in the fields of its production and operation [15–18], the 
design of structures in power engineering [19, 20], and the 
field of economics [21].

All the aforementioned arguments substantiate the rele-
vance of research subjects devoted to improving the methods 
of searching for optimal control, both in the applied aspect 
and in terms of developing the mathematical theory of control.
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2. Literature review and problem statement

In study [1], it is argued that so far there are no valid 
rules for selecting a universal criterion for optimality of 
management, and the common practice is to set inde-
pendently some indicator of the role of the efficiency criteri-
on. At the same time, the search for optimal control makes it 
necessary to take into account the fact that the achievement 
of the strategic goal of control is ensured by the formation of 
a sequence of technological operations within a time interval 
under study. The benchmark for choosing the most profitable 
technological process is the technological operation with its 
own, local, maximum efficiency indicator, which can be used 
as a single criterion for optimal control. Thus, the choice of 
a criterion for the optimality of control implies the necessity 
of using particular models for describing the control object. 
This circumstance is also mentioned in [2–4], which also 
specify, in particular, that mathematical models used in 
control systems of complex energy-technological complexes 
have a number of specific features the essence of which is the 
reflection of “local” principles of construction in their struc-
ture. This “locality” is understood in the sense of construct-
ing a number of particular models and revealing the main 
relationships between them instead of building a common 
model. Justification of the expediency of such an approach 
is found by the authors in that any model is one-sided, and 
in a complex process comprehensive modeling is achieved 
by constructing a set of one-sided but interrelated models. 
In this case, the development of the control object model is 
considered as a multi-stage conditional-extreme goal-ori-
ented process, which can be formulated as the task of opti-
mizing the functional opt F (X, Y, Z, Q, B, S, and T) under 
a variety of conditions imposed by the specific operation of 
the control object. In this functional, X is the input vector, 
Y is the output space, Q is the space of constraints on the 
processes of machine study, B is the constraints on the de-
sign object for specific requirements imposed by operating 
conditions and the constraints imposed on the sensitivity 
requirements of measuring equipment systems, reliability, 
and energy intensity, S is the reaction space of the design 
process to environmental influences, T is time, and F is the 
conditional operator. 

It is clear that the structure of such a functional reflects 
the interrelations, processes, characteristics and parameters 
of energy-efficient and managerial nature. Along with devel-
oping the criterion of effectiveness of resource use as a com-
ponent of the criterion of management optimality, it allows 
identifying the control object and determining the most ef-
fective target operation. The development of such views can 
be found in [5–7], where it is shown how classes of simple 
target operations can be distinguished for managed systems, 
and their effectiveness is estimated from the point of view of 
forming a general criterion of management optimality.

In the case of uncertainty, the description of state 
variables requires their mathematical formalization. As its 
variants, the methods of the theory of Pawlak’s approxi-
mation spaces [8] or fuzzy regression analysis are possible 
[9–11]. The first approach allows, on the basis of the final 
expert assessments on the state of the system and objective 
or subjective assessments of its parameters, to build fore-
casting algorithms based on logical inference procedures. 
The second approach is based on the use of fuzzy regression 
analysis, including the use of artificial orthogonalization of 
the results of a passive experiment, to construct a mathemat-

ical description of the relationship between output and input 
variables that are fuzzy numbers [9–11].

The described studies reveal a number of principal 
aspects relating to the contradictory nature of the require-
ments imposed on the quality of management criteria and 
the objective complexity of an adequate mathematical de-
scription. This particularly applies to industrial facilities op-
erating in conditions of significant uncertainty. Despite the 
fact that these studies do not contain complete algorithms 
for synthesizing optimal control for specific applications, 
their results are very useful. First of all, this is connected 
with the approaches substantiated in them to the formation 
of principles for considering real technological objects for 
which the problems of searching for optimal control are 
being solved.

Of particular interest are studies devoted to the mathe-
matical description of optimal control problems for those in-
dustrial facilities that can function in several technological 
regimes. Obviously, this interest is justified by the ubiquity 
of exploiting such specific technological objects, and the 
requirements for finding optimal control programs for them 
involve solving the problem of speed. Traditionally, this is 
done by using the Pontryagin maximum principle, which is 
actively developed in studies devoted to the mathematical 
theory of control. Among the key aspects of researching the 
maximum principle within the framework of developing this 
theory, the directions that can be singled out are dedicated 
to exploring transversality conditions [22–24], optimal con-
trol of a determinate system with discrete time and impulse 
control under mixed constraints [25, 26], and necessary 
optimality conditions for control problems on an infinite 
interval [27, 28].

In particular, a brief geometric analysis of the Pontryagin 
maximum principle is given in [22], and key concepts such as 
separating hyperplanes as well as boundary conditions and 
minimizers (normal and abnormal minimizers) are analyzed. 
It is shown that they all have natural contact-geometric 
interpretations that make it possible to obtain a simple deri-
vation of the transversality conditions for an optimal control 
in the final state. The Pontryagin maximum principles for 
the optimal Mayer control problem for a system described 
by a functional-differential equation are established in [23]. 
The singularities of these solutions are related to the fact 
that the control functions are piecewise-continuous, and the 
state functions are piecewise-continuously differentiable. In 
this case, the Michel method is used for controllable systems 
described by ordinary differential equations, but taking into 
account the properties of the resolvent of a linear function-
al-differential equation.

In [24], the maximum principle for control problems 
with a bounded horizon is presented and discussed, and the 
value formed in the final state of the system is chosen as the 
objective function. In this sense, the criterion for the quality 
of management coincides with the criterion chosen in [22], 
but there is no emphasis on geometric interpretation. In-
stead, the necessary conditions for optimality in the form of 
Hamiltonian inclusions are presented for the solution of the 
problem of control of the final state, but with the new trans-
versality condition taken into account. A distinctive feature 
of the search for such control is that the requirements to the 
state trajectory are advanced by their asymptotic stability, 
and the equilibrium point is limited to a given closed set. It 
is shown that the obtained conditions can also be extend-
ed to impulse control problems the dynamics of which are 
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described by differential equations obtained on the basis of 
measurements. In this case, an important role is assigned to 
the concept of a solution based on the concept of equilibrium 
introduced for this class of problems.

The use of the Pontryagin maximum principle for solving 
the problem of optimal control of a continuous determinis-
tic system and the discrete maximum principle for solving 
the optimal control problem for a determinate system with 
discrete time is considered in [25]. Noting the significant 
shortcoming of the maximum principle associated with the 
need to transform the problem of optimal control into a two-
point boundary problem, an alternative approach is present-
ed. It is based on a stochastic modification of the maximum 
principle for both continuous and discrete-time systems. 
Using the proposed method, optimal control strategies are 
derived, the results of which are consistent with the results 
obtained with the help of stochastic dynamic programming. 
It should be noted that the authors use the concept of cau-
tious control strategy by a linear stochastic system based 
on the principle of a stochastic minimum. In this case, the 
replacement of all random variables by their mathematical 
expectations, leading to an equivalent strategy, provides 
the possibility of obtaining the same results as when using 
dynamic programming. Obviously, the expansion of the class 
of control objects under consideration and consideration 
of additional constraints imposed on them would give the 
opportunity to expand the solutions obtained in the field of 
specific technological applications. The emphasis on this side 
is made in [26], in which, in particular, necessary conditions 
are derived in the form of the Pontryagin maximum principle 
for impulse control problems with mixed constraints. A new 
mathematical concept of impulse control is introduced as 
a requirement for the consistency of the impulse structure. 
In addition, this management concept allows taking into 
account engineering needs when considering the usual con-
trol influence in the development of a momentum. It should 
be noted that the assumption of regularity, under which 
the maximum principle is proved, is weaker than in known 
studies. However, the proof is based on Ekeland’s variational 
principle and the discontinuous change in the Lebesgue time 
variable [26].

In [27], necessary optimality conditions are studied 
for control problems on an infinite interval with a quality 
functional containing a discount factor not necessarily expo-
nential. The discussed assumptions guarantee the necessity 
of both a Michel condition for the maximized Hamiltonian 
and the Cauchy type formula for the conjugate variable. It is 
shown that due to this approach the maximum principle is 
supplemented to a complete system of relations.

In [28], it is discussed that the problem of the fact that 
the spatial model described by a parabolic-type system for 
searching for optimal control with an infinite horizon, al-
though solved by means of dynamic programming, cannot be 
solved using the Pontryagin maximum principle. More pre-
cisely, Pontryagin’s conditions, although necessary, do not 
allow determining the unique solution of the optimal control 
problem. The authors of this study show that such a conclu-
sion is not entirely justified and should be revised. In partic-
ular, if a Michel transversality condition is introduced and 
the fact that the conjugate variable should be non-negative 
is taken into account, the maximum principle is able to give 
a unique solution for the mathematical model in question.

The aforementioned results of [22–28] allow stating that 
there are several promising directions of research devoted to 

the maximum principle. However, developing the mathemat-
ical apparatus of the maximum principle, they do not empha-
size the applied directions of its use in the field of controlling 
technological processes. Here it should be noted that in the 
synthesis of optimal control using the maximum principle, it 
is necessary to consider whether the technological process-
es are periodic or continuous. The nature of technological 
processes forms different limitations in solving the problem 
of finding optimal control. For example, in [29] it is shown 
that with optimal control of batch devices in the case when 
its performance limits the efficiency of the entire production, 
it is necessary to minimize the cycle time. In the absence of 
such a restriction, it is sufficient to maximize the specific 
yield of the finished products. It is noted that the application 
of the maximum principle for the solution of these problems 
in the conditions of interphase transitions requires the con-
trol of the constants of a kinetic equation describing in these 
conditions the dynamic model of apparatuses of periodic 
action. A brief description of the operation principle of the 
process algorithm is given for optimal non-stationary values 
of these constants called form factors. The latter, as noted 
in this paper, depend on the state variables characterizing 
the initial conditions of the interphase transition process. 
However, the mathematical implementation of the optimal 
control search algorithm is not given.

In [30], one of the main problems of optimal control of 
the process of non-stationary thermoelectric cooling is for-
mulated to consist in determining the optimum dependence 
of the supply current on time, which ensures a minimum of 
the cooling temperature. To solve this problem, a method 
for discretizing the mathematical model of the process of 
non-stationary thermoelectric cooling along a coordinate is 
proposed, which makes it possible to apply the Pontryagin 
maximum principle to calculate optimal control functions. 
Nevertheless, the emphasis in the study is on the construc-
tion of the model, but in relation to the search for optimal 
control it is said only that the problem is solved numerically, 
by using an iterative algorithm implemented in the Matlab 
environment.

An alternative method and algorithm for controlling the 
catalytic reforming process by optimal distribution of the 
values of input process variables is given in [31]. To solve 
the optimization problem, a method is used based on the 
Hook-Jeeves non-linear optimization method supplemented 
by a procedure for controlling the boundaries of variable 
parameters. As settings for the input of the optimization 
algorithm, vectors that describe the upper and lower bound-
aries of the optimized variables are transmitted. To minimize 
the error in calculating optimal modes before the initial data 
input, the optimization algorithm initiates the refinement of 
the tuning coefficients that take into account the activity 
of the catalyst in the mathematical model. After this, the 
temperature of the reaction mixture at the inlet begins to be 
calculated cyclically for each reactor, providing the maxi-
mum increment of aromatic hydrocarbons at the outlet of the 
reactor, taking into account the adopted limitations. How-
ever, comparison with classical algorithms for searching for 
optimal control of similar processes is not given in the study.

The problem of synthesizing optimal control of contin-
uous technological processes is investigated in [32, 33], in 
which the management difficulties of real industrial objects 
are noted to occur due to the lack of the possibility of ob-
taining objective reliable information about the process 
in real time. The authors specify that this is exactly the 
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situation that takes place in the conditions of actual opera-
tion of industrial facilities. It should also be noted that the 
absence of well-founded arguments as to the appropriateness 
of choosing a criterion of management quality that is most 
relevant for these conditions and production requirements 
complicates the process of searching for optimal control 
even at the stage of its mathematical construction [34]. It 
is clear that in this context the possibility of measuring or 
some other adequate estimation of the state variables is of 
particular importance. This circumstance is noted in [35], 
and the idea developing it is described in [36]. In particular, 
it is shown that in most practical cases operational manage-
ment of technological processes is carried out on the basis of 
using the results of monitoring the production situation. The 
control is realized by the collection and primary processing 
of data, including the results of the use of measuring tools 
and complexes and laboratory analyses of intermediate and 
marketable products. The results of analyses obtained by 
means of factory laboratories as a rule do not possess the 
necessary level of completeness and efficiency, and practical 
experience with them shows that their reliability in some 
cases is unsatisfactory. Hence, there arises the problem of 
increasing the completeness, efficiency and reliability of in-
formation provision for technological personnel by creating 
and implementing a virtual monitoring system. The main 
idea of   it is to obtain new knowledge about the current state 
of the technological process and the dynamics of its evolu-
tion throu gh deep mathematical processing of operational 
and retro s pective data obtained by existing control and 
measuring equipment.

Despite the obvious correct identification of such a prob-
lem and recommendations as to what directions of solutions 
can be used, the mathematical apparatus and algorithms for 
its imple m entation for the synthesis of optimal control of 
continuous technological processes are given only conceptu-
ally in [35]. The author of the study only describes the con-
ditional scheme of the interaction of virtual analyzers with a 
typical process control system, the scheme for formalizing a 
single object of the diagram of the structural model, vector 
diagrams of the main tasks of virtual analysis, the functional 
matrix of virtual analyzers, and the DSS matrix of decision 
support systems, as well as a general representation of the 
mathematical tools of virtual analyzers.

Systemati z ation of the results of the above-mentioned 
studies m a kes it possible to assume that the existing ap-
proaches to solving the problem of synthesizing optimal con-
trol are based on the choice of a particular method. In other 
words, it is assumed that the method is already known, and 
the rationale for its expediency is not discussed. Moreover, 
this conclusion is valid for applied technical and technolog-
ical problems and for research problems of the mathematical 
apparatus of the control theory.

In the considered variants, the emphasis is made only 
on one of  the classical methods of searching for optimal 
control –  the Pontryagin maximum principle. Such a 
choice is justified by two circumstances. First, the method 
itself from the point of view of the mathematical apparatus 
has by no  means exhausted itself as an object of special 
investigation. Obviously, the results obtained as a result of 
such studies can find applied continuations. Secondly, for 
tasks with  speed, this method is unique, and its choice is 
unambiguously justified in the case of synthesis of optimal 
program control of periodic technological processes. More-
over, overcoming the objective difficulties associated with 

measuring  or adequately describing the state variables in 
real time can help expand the possibilities to applying them 
in the management of continuous technological processes. 
Finally, i t should be noted that even with an alternative 
method fo r  solving problems of the same class for which 
the maximum principle is adapted, it is possible to use the 
results obtained with the use of the maximum principle as a 
test of their performance.

Among the limitations in the described studies, including 
those devoted to the maximum principle as a mathematical 
apparatus, it is necessary to point out the lack of attention to 
the description of the final state of the system for problems 
of different classes and its influence on the effectiveness of 
the obtained solutions. At the same time, efficiency should 
be unders t ood as the possibility of choosing the optimal 
strategy for finding the optimal solution in the case of several 
alternatives in the description of the final state.

3. The aim and objectives of the study

The aim o f  the study is to investigate the possibility 
of synthesizing the optimal control for the speed and final 
state of technological processes in the case of alternatives 
in describing the final state of the system. This will make it 
possible to choose the best management option in the given 
conditions  on the basis of operational information on the 
actual current state of the technological system as a con- 
trol object.

To achieve this aim, it is necessary to solve the following 
tasks:

– to check the possibility of finding the optimal control, 
relying only on the analysis of the system of differential 
equations describing the mathematical model of the control 
object;

– to develop an algorithm for describing the final state of 
the system of a controlled process.

4. Investigation of the solutions of a system of differential 
equations describing the mathematical model of a control 

object in the search for optimal control

Taking into account the fact that the choice of the meth-
od for finding optimal control is based on the specifics of a 
particular task and the requirements for the quality of man-
agement, it is important to find the answer to the question 
whether an optimal solution can be obtained in an easy way 
in order to achieve a given management purpose. In partic-
ular, is it possible, by analyzing the solutions of the system 
of stochastic differential equations (SDEs), a mathematical 
model of the control object, to find the speed-optimal control 
over the system that transmits it for a minimum time from 
a predetermined initial to a given finite state? Traditionally, 
such a problem has been solved with the help of the Pon-
tryagin maximum principle. To answer the question of the 
possibility of obtaining a simpler solution, it is advisable to 
consider a simple system of the type

( ) ( ) ( ) ( ) ( )1 2 2x t x t ,x t u t ,t 0, u t 1,= = ≥ £    (1)

where x1(t) is the coordinate of the material point, x2(t) is 
the velocity of the displacement of the material point, and 
u(t) is the control.
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The SDE of form (1) is a mathematical model of the 
control object for both the initial conditions ( ) ( )1x 0 x 0 ,=  

( ) ( )2x 0 x 0=   and the final state, x1(T)=x2(T)=0, T→min, 
where T is the moment of the end of the motion, and the 
problem of finding optimal control is known as the problem 
of damping the material point [37]. Its solution using the 
Pontryagin maximum principle is shown in Fig. 1.

A change in the description of the final state leads to anal-
ogous conclusions regarding the obtaining of the solution; for 
the example of describing the final state in the form of x1=ξx2 
and the general form of the SDE (2) for a0=1, a1=1, b=1, and 
ξ=1, the solution has the form presented in Fig. 2 [38, 39].

( ) ( ) ( ) ( ) ( )1 0 1 2 2x t a a x t ,x t bu t ,t 0, u t 1.= + = ≥ £    (2)

The universality of the mathematical description of form (2) 
for a number of applied problems in the field of workpiece pro-
duction for machine building and metallurgy is described, for ex-
ample, in [40]. It is shown that the results analogous to the Pon-
tryagin maximum principle can be obtained directly from the 
SDE of form (1) when performing a series of procedures. How-
ever, first, a number of comments should be made regarding the 
terminology used below. With respect to the parameter u(t) in 
descriptions (1) and (2), the term “control” is often used. In the 
context of the problem under consideration, it cannot be consid-
ered successful because in its content “management” presuppos-
es an action. The parameter u(t) within the SDE is a physical 
factor having its own dimension. This may be the force F or the 
moment of forces M acting on the mechanical system, the pres-

sure of oil in the hydraulic system or compressed 
air in the pneumatic system p, a pressure drop 
in the pneumatic system Δp, voltage U or ampe- 
rage I, etc. Therefore, it makes sense to use the 
term “control parameter” instead of the term 
“control”. The connection between these two 
concepts can be expressed as follows. Each range 
of the control parameter corresponds to a certain 
stage of the control switch. In this case, the choice 
of a certain stage at a given time corresponds to 
the control leading to a change in the physical 
magnitude of the control action. The latter, in 
turn, changes the phase trajectory of the system. 
Taking this into account, the problem of finding 
the optimal control can be solved as follows. By 
assigning fixed values u=(u1, u2,… un) to the val-
ues of the control parameter and by solving the 
SDEs, the time required to reach the given final 
state is determined for a fixed value of the control 
parameter. Based on the obtained set of numerical 
solutions, the dependence t=f(u) is constructed, 
on the basis of which the minimization problem 
is solved. The desired parameter t for each fixed u 
can be found by solving SDE (2) on the basis of a 
system of equations of the following form:

( )( ) ( )
( )

2

1 0 1 2 1 1

2 2

1 2

t
x a a x 0 t a bu x 0 ,

2
x but x 0 ,

x x 0.


= + + +

 = +
 - ξ =


   (3)

The third equation of system (3) is an an-
alytical description of the final state that can 
have any form, depending on the specific nature 
of the problem.

In this case, the time t that is necessary to 
transfer the system from a given initial state to 
a given final state described by the third equa-
tion of system (3) can be determined by one of 
the alternative equations:

( )
( )

1 1

0 1 2

x x 0
t ,

a a x 0

-
=

+
  (4)

( )2 2x x 0
t .

u

-
=   (5)

Phase trajectories at u>0
( ) ( ) ( )2

1 3 2 optx t C 0.5x t ,u t 1= + =

Phase trajectories at u<0
( ) ( ) ( )2

1 4 2 optx t C 0.5x t ,u t 1= − = −х2

х1

Fig. 1. Solving the problem of damping a material point using the Pontryagin 
maximum principle: ( ) ( )opt 1 2u t sign C t C ,= - +  uopt(t) is the optimal control; 

C1, C2, C3, and C4 are integration constants

The switching line 
x1=–0.5u
The switching line
x1=+0.5u
The line of final states of the 
process

Fig. 2. Solving the problem of finding the optimal control with a final state 
of the form x1=x2 with the use of the Pontryagin maximum principle:

( ) ( )opt 1 2u t sign C t C= - +
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It should be noted that at u=0 it is necessary to apply 
equation (4), and in all other cases the applied equation 
should be (5).

When a0=1, a1=1, b=1, and ξ=1, SDE (2) takes the form 
of SDE (1) and, without taking into account the descrip-
tion of the final state, it has a simple and understandable 
physical meaning, which is displacement of the material 
point by the force F acting as the controlling parameter. In 
fact, it concerns the basic equation of dynamics. Setting the 
values of F in the range from 0N to 10N with a step of 2N 
and assigning them the values u=(u0,…, u5) when solving 
system (3) make it possible to obtain the optimal solution for 
t=tmin at F=Fmax=u5. This conclusion does not contradict the 
physical meaning of the task, and it fully corresponds to the 
Pontryagin maximum principle, which is easy to verify with 
the use of its geometric interpretation. Fig. 3 shows an ex-
ample of the dependence t=φ(u) for an arbitrary initial state 
at x1(0)=0.45 m, x2(0)=0.55 m/s, from which it can be seen 
that the time of reaching the final state with an increasing 
value of the control parameter falls, reaching its minimum 
value at its boundary. The same results are essentially ob-
tained for any initial state of the system.

Fig. 3. Dependences t=φ(u) for the initial state when 
x1(0)=0.45 m and x2(0)=0.55 m/s 

This means that by solving together the system of equa-
tions (3) for each of the fixed values of the control parameter, 
using (4) or (5) and then minimizing the function t=φ(u), 
we can obtain the optimal solution in terms of speed without 
resorting directly to the Pontryagin maximum principle. 
The thus obtained results are completely consistent with 
it. It is obvious that the determining point for choosing the 
optimal control is the position of the point characterizing 
the actual position of the initial state with respect to the 
final state line. If it is a straight line, its description can be 
reduced to the normal form in the standard way, using the 
normalizing factor. In this case, the sign of the deviation of 
the corresponding point of the phase space from the line of 
the final state will determine the required control sign. For 
the space (N×2), this can be expressed in the following form:

  (6)

where di(x1i, x2i) is the deviation of the point describing the 
initial state from the line of the final state.

The choice of the optimal control in this case is reduced 
to calculating the value di(x1i, x2i).

However, one question remains unresolved. Namely, the 
achievement of the final state as an end in itself is not always 
good for managing technological processes. For such process-

es, the speed requirement must be met only when the duration 
of the technological operation as part of the cycle is a priority. 
This requirement is directly related to such a criterion of 
quality management as performance. In this case, the moment 
when the final state is reached, for example, as the time neces-
sary for obtaining a technological product in a given volume, 
must correspond to the moment of its delivery, in general, to 
the process line. However, reaching the final state, the object 
continues its motion along the phase trajectories, leaving the 
final state line. To illustrate this, it is sufficient to analyze the 
behavior of the object on the basis of solving the system of 
equations (3). As an example of such an illustration, Fig. 4, 5 
show the behavior of the object with negative control (u<0, 
Fig. 4) and positive control (u>0, Fig. 5).

Fig. 4. Behavior of the object under negative control (u<0) 

Fig. 5. Behavior of the object under positive control (u>0)

Proceeding from this, it is necessary to expand the cri-
terion of the quality of control by adding the requirement of 
reaching the final state in minimum time to the requirement 
of keeping the object in the given area of the final state for the 
required time. This requirement has a simple technological 
meaning, which is as follows. If a delay is required with the 
delivery of the technological product to the line, then the 
object must remain in the final state for a predetermined pe-
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riod of time. Meanwhile, one more situation is possible: at the 
moment of the product delivery to the line, its quality does 
not correspond to the preset one, and bringing it to specified 
quality indicators requires a certain time. If the volume of the 
product at the same time corresponds to the required quanti-
ty, the time for bringing the product in compliance with the 
specified parameters implies holding the object in the final 
state area during this time period. It is possible to suggest the 
following solution. Let the area of the final state have lower 
and upper admissible boundaries while the line of the final 
state is described by the equation x1=x2. Then the equation of 
the lower admissible area has the form x1=–δ+x2, whereas the 
equation of the upper admissible area has the form x1=δ+x2. 
Here δ is the permissible interval for varying the variable x1.

The phase trajectory of the system when the SDE of 
form (1) is selected as a mathematical model of the chosen 
control crosses it at two points. Accordingly, the time when 
the object reaches the lower limit of the admissible area is a 
solution of the system of equations

( ) ( )
( )

2

1 2 1

2 2

1 2

t
x x 0 t u x 0 ,

2
x ut x 0 ,

x x ,


= + +

 = +
 = -δ +


  (7)

and the time the object reaches the upper boundary of the 
admissible area is a solution of the system of equations

( ) ( )
( )

2

1 2 1

2 2

1 2

t
x x 0 t u x 0 ,

2
x ut x 0 ,

x x .


= + +

 = +
 = δ +


  (8)

Therefore, there are at least two options 
for synthesizing control. The initial data for 
both options is the actual initial state in which 
the process system or technological process is 
located. Depending on this, a control sign is 
selected in accordance with (6).

Option number 1
As soon as the object reaches the upper per-

missible area of the final state, the control action 
(or control signal) of the corresponding sign is 
produced. This time ts1, therefore, corresponds 
to the first switching, and the coordinates of the 
object at the given moment of time correspond to 
a new initial state. In other words, if the previous 
initial state had the form x1(0), x2(0))=(x1(i–1), 
x2(i–1)), then the new initial state into which 
the object falls when the upper boundary of the 
admissible area of the final state is reached at 
time ts1 has the form (x1(0), x2(0))=(x1(i), x2(i)). 
Thus, with respect to the initial state, it is pos-
sible to refer to the concepts of “previous state” 
and “subsequent state”. As a result, the phase 
trajectory changes, and the object moves to the 
lower boundary of the admissible area. As soon 
as the object reaches it, the control action (or 
the control signal) of the corresponding sign is 

produced again. The switching time moment corresponds to 
ts2, whereas the intersection point of the phase trajectory and 
the lower boundary of the admissible area forms a new initial 
state (x1(0), x2(0))=(x1(i+1), x2(i+1)), and so on as long as 
the system can be maintained within the specified range ±δ 
for a given time. The latter corresponds to the requirements 
of the technological process for the volume and quality of the 
technological product.

The described principle of constructing control is shown 
in Fig. 6, and the results of applying the SDE of form (1) are 
shown in Fig. 7.

Fig. 6. The principle of synthesis of control for option No. 1
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Option number 2
As soon as the object reaches the lower per-

missible area of the final state, the control action 
(or control signal) is removed. This is equivalent 
to setting the control parameter to zero (u=0). In 
accordance with (1), an object having a nonzero 
initial velocity continues to move uniformly. This 
time ts1, therefore, corresponds to a switch-off, 
and the coordinates of the object at the given time 
correspond to a new initial state. As soon as the 
object moving uniformly reaches the upper limit of 
the permissible area of the final state, the control 
action (or control signal) of the corresponding 
sign is produced, and the phase trajectory begins 
to change. The time of the new switch-off corre-
sponding to ts2 occurs when the phase trajectory 
crosses the lower boundary of the admissible area. 
A new initial state is formed at (x1(i+1), x2(i+1)), 
and so on as long as the system can be maintained 
within the specified range ±δ for a given time.

The described principle of constructing control 
is shown in Fig. 8.

The results of the control synthesis for option 
No. 1 are shown in Fig. 9, and for option No. 2 they 
are shown in Fig. 10.

Based on the obtained results of the synthesis 
of control for the two options, the latter can be 
compared and a choice can be made in favor of 
the one that provides the best indicators for sta-
bilizing the object. The latter can be estimated, 
for example, on the basis of the time of the object 
(technological system) stay within the permissible 
area of the final state.

Fig. 8. The principle of synthesis of control for option No. 2
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Fig. 9. Results of the synthesis of control for option No. 1
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Fig. 10. Results of the synthesis of control for option No. 2
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5. Synthesis of a multialternative description of the final 
state of a system in the task of searching for optimal 

control

The choice of the final state is uniquely dependent on 
the task being solved and, in relation to the management of 
technological processes, the requirements imposed in spe-
cific conditions must be taken into account. The presence 
of a qualitative mathematical model of the control object 
is decisive; therefore, special attention is paid to problems 
of mathematical modeling for specific technological prob-
lems. A number of such applied studies can be found in the 
following:

– works [41, 42], devoted to modeling in the search for 
optimal control of drilling processes;

– works [43–45], devoted to modeling and managing in 
technologies of growing crystals; 

– works [46–48], devoted to the modeling and identi-
fication of controlled objects using the analysis of interval 
sets and the study of the convergence of the solution of an 
extreme problem under constraints.

All of them are united by the general idea that the mod-
eling and management of real objects involve the overcoming 
of objective difficulties caused by a fuzzy description and the 
need to take into account the significant, often multilevel, 
uncertainty. Some generalizations of such problems can be 
found in [49], and general principles for their solution are 
described in [50].

In the event that an adequate mathematical model of 
the technological process is unknown, it can be obtained 
in at least two ways. The first of them is based on the im-
plementation of an active experiment as a result of which 
the values of the coefficients of the regression equation 
describing the influence of input variables on output vari-
ables are estimated. The subsequent carrying out of the 
procedures of experimental optimization makes it possible 
to obtain a description of the stationary area on the basis 
of calculating the corresponding coefficients of the regres-
sion equation ai [51]:

N
j j

i 1
j 1

a c x y ,
=

= ∑  i 1,...,n,=  (11)

j 2 j
i 2 i na c [(x ) ]y ,-= - b  i n 1,...,2n,= +   (12)

N
j j j

i 3
j 1

a c x x y ,m l
=

= ∑  i 1,...,n, ,= m ≠ l  i 2n 1,...,k= + , (13)

N N
j

0 n i
j 1 j 1

1
a y a .

N +
= =

= - b∑ ∑   (14)

In formulae (11) through (14), с1, с2, and с3 are the 
coefficients for linear, quadratic and paired relationships, 
respectively; µ and λ are the indices in the description of 
estimates of the coefficients for pair interactions; n is the 
number of linear terms of the equations; N is the number of 
experiments; Β is a parameter calculated depending on the 
number of points in the core of the compositional plan 2n-p, 
the arm of the “star” points α and the number of points in the 
plan according to the formula

N
j 2
i n p

j 1

(x )
2

.
N N

-
= + a

b = =
∑

  (15)

The second way is based on processing the experimental 
data of the passive experiment by the least squares method 
(LSM), and these data should be obtained directly from the 
current production. In this case, the mathematical model is 
a regression equation, and the least-squares functional has 
the form

( )T
J FA Y (FA Y),= - -   (16)

whereas the minimizing (16) vector of estimating the coeffi-
cients is calculated by the formula

( ) 1T TA F F F Y.
-

=   (17) 

Here F is the matrix of the experimental design, A is the 
matrix of the coefficients of the regression equation, and Y 
is the matrix of the values of the output variables, which is a 
column vector of the values of the resulting parameter in the 
i-th experiment.

Examples of obtaining such descriptions on the basis of 
industrial data can be found in [52–54].

Thus, if an adequate mathematical model of the techno-
logical process is obtained by any of the above procedures, 
then the description of the final state can be a solution to the 
optimization problem. The latter is formulated as follows: it 
is necessary to find such values of input variables that pro-
vide a maximum or a minimum of the value of a given output 
variable. For this purpose, it is advisable to use a special 
procedure for studying the response surface. It is a matter of 
a “ridge” analysis. In this case, it is proposed to use as a final 
state a parametric description of the form

* 1

*' *

* ' * *' *
0

x ( ) ( I A) a,

r( ) x x ,

y ( ) a 2a x x Ax ,

- l = l -
 l =
 l = + +

  (9)

where а0, а, and А are estimates of the coefficients in the  
 
regression equation and * i

i

a
x

2
=

l
 means suboptimal val-

ues of the input variables in the search for optimal control 
of technological processes, i. e. state variables; 2r r ,=   
 2n

2 i

i 1

a
r

2=

 =   l∑  are constraints in the factor space, and 

2n
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0
i 1

a
y* a

2=

= +
l∑

 

stands for suboptimal values of the output variable.
Taking into account the features of the ridge analysis, 

connected with obtaining a set of suboptimal values of the 
output variable, several alternative variants of describing 
the final state are formed. Each of them for the factor space 
(N×2) is a curve of the form x1=f(x2) describing the set of 
suboptimal values of the input variables that provide the 
given values of the output variable. In other words, each of 
the descriptions of the final state, in essence, forms the re-
quirements for the quality of the technological product. The 
multialternative final state thus formed requires the solution 
of the problem of choosing the one of which the optimum 
control should be sought.

An illustration of the solution of the optimization prob-
lem in the parametric form (9) and the derivation on the 
basis of the multialternative description of the final state 
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are shown in Fig. 11–13. Fig. 13 also shows the principle of 
choosing the final state with respect to which optimal con-
trol should be sought.

Fig. 11. Parametric description of constraints

Fig. 12. Lines of ridges as curves describing a set of 
suboptimal meanings

Fig. 13. The principle of a multialternative description of the 
final state and the principle of choosing the final state with 

respect to which it is expedient to search for optimal control

Obviously, the search for optimal control should be 
conducted relative to the nearest final state line. Moreover, 

if the line is straight, the distance can be determined in the 
known way

2 2
i j 1j 10 2 j 20d (x x ) (x x ) ,= - + -   (10)

where x1j and x2j are the coordinates of the points on the line 
of the final state, while x10 and x20 are the coordinates of the 
point describing the initial state.

6. Discussion of the results of studying the optimal 
control synthesis method based on the analysis of the 

mathematical model of the control object and  
the multialternative description of the final state

The proposed method of searching for optimal control of 
technological processes, based on an analysis of the solution 
of the SDEs, has the advantage of being quite simple. The 
solutions obtained with its application are completely con-
sistent with the results obtained using the Pontryagin maxi-
mum principle. It should be noted that its distinctive feature 
is associated with the possibility of solving the problem of 
stabilizing the control object – the technological process – 
in the sense of retaining its parameters within a given area 
for the necessary time. The point is that if the moment of the 
time that is the minimum for the transition from the actual 
initial state to the final one corresponds to the moment of 
the time of issuing the technological product, then the speed 
is the priority. Meanwhile, the obtained solutions for finding 
the optimal control in terms of the speed of operation are the 
desired results.

If the parameters of the technological process must corre-
spond to the values set for a certain time interval, for example, 
before the technological product is dispensed, the control that 
maximizes the time of their values staying within the given 
area will be considered optimal. Here, it is also possible to 
talk about minimizing the new time to reach a given area if 
the phase trajectory goes beyond it. In this case, at least two 
alternative control implementations are essentially possible, 
differing in the principle of selecting control switching times. 
Obviously, the determining factor for choosing the optimal 
control in this case is the initial state of the system, described 
by the position of the phase space point characterizing the 
actual initial state relative to the final state line.

In this regard, it should be noted that when solving real 
technological problems in the conditions of commercial 
production, there is often an uncertainty in the estimation 
of the initial state of the system on which the position of the 
phase trajectory depends under the chosen control. Obvi-
ously, while speaking about the search for optimal control, 
we are concerned with the sign of control rather than with 
the optimal values of the control parameter (it corresponds 
to its boundary value │u(t)│=1). Its choice depends on the 
position of the initial state of the system relative to the line 
of the final state. Moreover, often the initial state of a tech-
nological system as a control object can only be determined 
only with a time shift associated with the necessary labora-
tory testing of the technological product. This means that 
the choice of control must depend on taking into account 
the existence of such a temporary drift, and at the time of 
the control action the system has already passed from its 
initial (previous) state to the subsequent one. The evaluation 
of the latter is a separate, independent task, but without its 
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solution, the choice of the optimal management at the given 
time is dubious.

The proposed procedure for estimating the initial state 
with respect to the final state, based on the reduction of the 
straight line describing the final state, to the normal form is 
simple enough and makes it possible to uniquely determine 
the sign of control. If the line of the final state is not de-
scribed by the equation of a straight line, other variants of 
estimation are possible, but the essence remains the same – it 
is necessary to estimate the position of the point of the phase 
space with respect to the final state.

From all this it follows that the procedure for synthesiz-
ing the optimal control of the technological process must be 
preceded by the procedure for obtaining a description of the 
final state. If a parametric description of form (9) is applied, 
multialternativeness arises in the choice of the final state. As 
follows from the proposed selection principle (Fig. 13), the 
most appropriate choice is the line of the final state to which 
the initial state is closer.

It should be noted that the proposed method of searching 
for optimal control, based on the analysis of the solutions of 
the SDEs as a mathematical model of the management ob-
ject, does not take into account such an important criterion 
of management quality as minimizing energy costs. This is 
its obvious shortcoming and possible direction of develop-
ment. The proposed principle of choosing the final state in 
the conditions of its multialternativeness, although it seems 
to be effective, is still not without its obvious shortcoming. 
It is associated with the requirement to represent the math-
ematical model of the technological process in the form of a 
regression equation. It is clear that in the presence of a small 
sample of experimental data, as well as with uncertainty 
in the description of input variables, to obtain an adequate 
mathematical model for the subsequent parametric multial-
ternative description is a difficult task. Obviously, these 
shortcomings form potentially interesting directions for the 
development of the proposed method.

7. Conclusion

1. The proposed method of searching for the optimal speed 
and final state of control of technological processes, based 
on an analysis of the solution of the SDEs, makes it possi-
ble, along with its simplicity, to obtain solutions completely 
consistent with the results obtained using the Pontryagin 
maximum principle. In doing so, it opens up additional oppor-
tunities in solving the task of retaining the parameters of the 
technological process within a given area. It has been shown 
that for this there are at least two alternative control imple-
mentations differing in the principle of selecting switching 
times of the control. The determining factor for choosing the 
optimal control in this case is the initial state of the system, 
described by the position of the phase space point character-
izing the actual initial state relative to the final state line. In 
this case, the concept of “initial state” is replaced by the equiv-
alent concept of “previous state”, which is more suitable for de-
scribing the technological process in the context of searching 
for optimal control. It is proposed, in the case that the final 
state is described by the equation of a straight line, to render 
it in a normal form. As a result, the corresponding deviation 
of the point of the preceding state from the straight line that 
uniquely determines the control sign can be calculated, taking 
into account the sign.

2. It is proposed to obtain a multialternative paramet-
ric description of the final state for the search for optimal 
control of the technological process using a ridge analysis. 
It has been shown that each of the alternatives is a set of 
suboptimal values of the output variable, which provides op-
timal values of the output variable in the chosen senses. The 
latter are formed by the requirements for the quality of the 
finished technological product. It has been shown that in the 
synthesis of optimal control in the case of multialternative 
descriptions of the final state, it is most expedient to choose 
the one that is the closest to the point in the phase space, 
describing the previous state of the technological system.
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