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quality and efficiency of scientific research. Therefore, the 
establishment of criteria for the evaluation of research activ-
ities, emphasis on the analysis of scientific areas tackled by 
researchers, are important tasks for scientific and educational 
institutions, companies, which are engaged in the creation of 
scientifically-intensive technologies, and the state in general.
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1. Introduction

Economic growth and prosperity of any country depends 
largely on the development of science, technology, efficiency 
of the productive forces of society, etc. Certainly, the scien-
tific-technical progress is impossible without ensuring the 
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Пропонується метод кластеризації  
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In order to effectively evaluate the quality of research 
work within the University, region, or state, it is necessary 
to first determine the relationships between all scientific 
publications by analyzing citations between these publica-
tions. Identified links between scientific publications open 
up possibilities for clustering these publications according 
to research areas. Every scientific direction would in this 
case include a certain number of authors of publications that 
belong to a particular direction or cluster. Thus, it is possible 
to match a particular author with a certain number of re-
search areas, that is, to perform identification of the authors’ 
research directions. The potential of a scientific area will be 
measured by assessing the results of the research activities 
of scientists related to this direction. Essentially, the clusters 
or areas of scientific research can be considered as dynamic 
objects that have the history of development and predicted 
potential.

The tasks of designing a method for the identification of 
areas of research of scientists, as well as a cluster analysis of 
the scientific publications, are important for defining prom-
ising areas of scientific research, which are being formed or 
actively developed in the scientific environment. This will 
make it possible to manage financial and organizational 
components of the development of specific research areas 
more effectively at the level of the state. It will also contrib-
ute to supporting the areas that are crucial in the strategy of 
scientific and technological development, to attracting inter-
national grants, to the creation consortiums for research, etc.

2. Literature review and problem statement

We shall consider identification of areas of research by 
scientists the process of establishment a correspondence 
between a specific scientist and scientific areas. The task 
on the identification of research areas by scientists has 
been actively addressed in the scientific environment. For 
example, in paper [1], this problem is solved by constructing 
methods for identifying areas of scientific activity based on 
a keyword analysis of publications. However, in paper [1], 
authors distinguish the publications that contain common 
keywords and phrases, but do not take into account other 
possible links between these publications: citation, similarity 
in the content of articles, etc. Article [2] proposes methods 
for employing the bibliometric attributes of scientific papers 
in order to cluster the authors of these papers by the areas 
of scientific research. Article [2] also considers a problem 
on determining new directions for scientific research by 
constructing a co-citation graph among the publications of 
scientists from different countries. Paper [3] described a 
technology for the categorization of objects by the adapted 
method of classification, which uses a special function of 
distance that makes it possible to take into account several 
attributes of the object. This technology enables parametric 
control over division according to the significance of attri-
butes. This approach is important for the classification of 
various social phenomena. The method that is described in 
paper [3] can be also used for the problem on the distribution 
of researchers by area of research.

The task that is associated with the problem of iden-
tification of research areas is to identify groups of authors 
who work in a particular academic direction. A method for 
identifying groups of scientists based on an analysis of the 
similarity of texts of scientific papers was tackled in article 

[4]. However, study [4] failed to take into account that cer-
tain scientific direction can be shared by several groups of 
authors.

Paper [5] describes a method for determining the de-
gree of similarity of scientific texts based on the method of 
locally-sensitive hashing for finding incomplete duplicates 
in the scientific articles. This task can be used to establish 
similarities between publications at the clustering stage of 
these publications. Article [6] presents a conceptual model 
of the automated system of finding incomplete duplicates, 
which is used for the implementation of methods outlined in 
paper [5]. This conceptual model can be used to implement 
a method of clustering of scientific publications, which is 
based on an analysis of similarities in the content of these 
publications.

To perform a cluster analysis of publications, it is con-
venient to employ a co-citation graph. Paper [7] considers 
methods for intelligent data mining that are represented by 
means of graphs, in particular, clustering of the co-citation 
graph. The task on the graph clustering has been studied 
rather sufficiently and there are many methods to solve 
this problem. One of the algorithms for solving a graph 
clustering problem is the algorithm Louvain, which is de-
scribed in article [8]. This algorithm implements a method 
for maximizing graph modularity and can be used for rapid 
clustering of graphs with large dimensionality. This algo-
rithm may be useful for clustering the co-citation graphs as 
these graphs are characterized by a considerable number of 
vortices and arcs. When conducting a graph clustering pro-
cedure, it is necessary to take into account the problem of 
insufficient stability of the clusters whose structure chang-
es over time. Paper [9] proposed a method for determining 
cumulative cores, the use of which improves stability of 
clustering. Article [10] also examined the issues of stability 
of the graph clustering and proposed another method to 
resolve this problem, namely, finding stable alliances by se-
quential clustering of the graph. Study [11] suggested using 
the method of data clustering BIRCH (Balanced Interval 
Reducing and Clustering using Hierarchies) that makes it 
possible to minimize the number of requests to the data-
base. Its application is appropriate when processing large 
volumes of data, in particular in the case when a database 
contains a considerable number of publications that have to 
be clustered.

Devising directions of scientific activity, within which 
scientists collaborate, based on the clustering of publica-
tions and identification of areas of research by scientists, 
is an important task for scientific and educational insti-
tutions. This task can be used to assess the activities of 
research institutions and to predict development prospects 
of organizations taking into account available resources. 
Paper [12] addresses the issue of constructing such mod-
els. In article [13], authors built a parametrical model that 
enables forecasting and assessment of the functioning of 
scientific and educational institutions based on the reallo-
cation of existing resources. Paper [14] gives an overview of 
traditional methods for evaluating the results of scientific 
activity of researchers based on the analysis of citation of 
publications of these scientists. Paper [14] also proposes 
the scalar and vector methods for the evaluation of results 
of scientific activity. These methods can be applied for the 
assessment of results of scientific activity of researchers 
working in a certain scientific direction and the appropri-
ate scientific field as a whole.
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3. The aim and objectives of the study

The aim of present study is to conduct grouping of 
scientists in order to identify areas in which groups of 
scientists closely collaborate, using results of the scientif-
ic activity of these scientists: publication activity, citing 
of publications, etc. Identification of areas of research by 
scientists will make it possible to assess the contribution of 
each of them in the development of appropriate direction. 
Results of the identification would allow us to assess the 
direction as a separate object by analyzing the history of 
its development.

To accomplish the aim, the following tasks have been set:
– construction of the method for clustering the publica-

tions by scientists;
– construction of the method for identifying research 

results of scientists based on the results of clustering the 
publications of these scientists.

4. A method for the clustering of publications of scientists 
by scientific areas

Let A={a1, a2,…, an} be a certain set of scientists, n 
is the number of scientists, P={p1, p2,…, pm} is the set of 
publications that were published by the given scientists, 
m is the number of publications. Let us also assume that 
there is a certain assigned metric space, which is a pair 
of (P, g), where P is the set of publications that were pub-
lished by scientists from set A, g is the distance between 
the elements of set P, which is determined as a mapping 
from the set of Cartesian root of set P onto the set of real 
numbers, that is:

g: P´PR,  (1)

where R is the set of real numbers. 
In other words, the distance between publications is  

such an integral function ( , ) 0,i jg p p ≥  1, ,i m=  1, ,j m=  which 
is determined for arbitrary , .i jp p PÎ

 
In this case, for func-

tion g(pi, pj), the axiom metrics are fulfilled: the axiom of 
identity (2), the axiom of symmetry (3), and the triangle 
inequality (4):

( , ) 0 ,i jg p p i j= ⇔ =     (2)

( , ) ( , ),i j j ig p p g p p=  , ,i jp p P∀ Î    (3)

( , ) ( , ) ( , ),i j i e e jg p p g p p g p p≤ +  , , ,i j ep p p P∀ Î  (4)

Consider techniques to determine the distance between 
publications. 

A technique for determining the distance taking into ac-
count citations between publications. Let the set C P P⊂ ´  
specifies a relation of citations between the publications by 
scientists. The relationship between publications and their 
citations can be represented in the form of a directed graph 
(P, C), where publications from set P are vertices, citations C 
are the arcs of the graph. Fig. 1 shows a form of such a graph 
whose set P consists of 11 publications.

It is known that the route between vertices pi and pj in 
the graph denotes a sequence of such vertices

0 1
, , ... , ,

ui i i i jp p p p p= =  i0<i1<…<iu, 

Nu Î  each of which, except for the last, is connected to the 
next vertex with an edge or an arc. The length of the route 
is equal to the number of arcs in this route. Accordingly, the 
minimal route between the specified vertices is the route of 
the smallest length [7]. 

Fig. 1. Graph (P, C), which assigns a connection between 
publications p1, p2,…, p11 and citations (graph arcs)

To set the distance between publications, it is possible to 
use the length of the minimal route between appropriate ver-
tices of graph (P, C). If there is no route between the vertices, 
then the distance will be considered as an arbitrarily large.

A technique for determining the distance between pub-
lications based on the degree of closeness by the content of 
abstracts of these publications. To determine the degree of 
closeness of publications by the content, we shall compare 
not the entire text, but only the abstracts of these publica-
tions. This technique is based on the assumption that the 
abstracts of scientific publications that relate to the same 
scientific direction will contain the same concepts and 
keywords, that is, they will be quite similar in content. The 
method for determining closeness between fragments of text 
information, but when applied to the task on finding incom-
plete duplicates, was described in papers [5, 6]. 

In contrast to a full analysis of publications’ text, com-
parison of abstracts for the purpose of determining the 
distance between publications has the following advantages:

1. Abstracts are much smaller in volume, which is why 
finding the distance between abstracts requires fewer com-
putations.

2. Abstracts can be obtained from a bigger number of 
open sources than the full text of the publication. 

3. An abstract contains information mainly in the text 
form. While content of the scientific publications may in-
clude tables, mathematical formulae, graphics. The presence 
of a considerable number of such objects complicates the task 
of comparing the publications. 

4. A significant part of the publication contains summary 
of the author’s material that is unique. If one finds closeness 
between the full text of two publications on the same subject, 
then the magnitude of distance between these publications is 
likely to be large.

5. An abstract reflects the basic content of the scientific 
publication.

Let abstract S be assigned, which is a piece of text that 
consists of words. The word is a certain sequence of char-
acters that belong to a finite alphabet .A  Denote words 
through ,nSb  ,nS Sb Î  Nn Î  – a serial number of the word, β 
is the length of the word. Then an arbitrary word is assigned 
in the form:
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{ }1 2, , , ,nS t t tb
b=      (5)

where ,jt AÎ  ,jt C∉  1, ,j = b  C  are all the non-character 
symbols. 

We shall assign a list of stop-words and build the se-
quences of words from abstract S in the canonized form, 
that is, 

{ }1 2
1 2, , , ,w

wW S S Sbb b=      (6)

where βj, 1,j w=  are the lengths of words, and w is the num-
ber of words. 

Next, based on the fluid method window [5], we shall 
construct a set of sequences

F(W)={E1, E2,…, Ew-ω+1},   (7)

which consist of a fixed number of words in the canonized 
form ω, ω<w. And each subsequent sequence is built from 
the preceding with a shift by one word, which is chosen from 
sequence W.

We shall transform a set of sequences F(W) so that 
each sequence Ei is represented by uniquely bit string 

1, 1.i w= − w +  This can be done by using the method of lo-
cally-sensitive hashing. As a result, we shall obtain a set of 
bit strings

Δ(W)={I(E1), I(E2),…, I(Ew-ω+1)},  (8)

where I(Ei) is the index element that specifies a bit string 
that uniquely represents sequence Ei, = − w +1, 1.i w  

Each element of index I(Ei) will take the form:

I(Ei)={δi1, δi2,…, δic},    (9)

where { }0,1 ,ixd Î  1, 1,i w= − w +  1, ,x c=  c is the number of bits 
that forms the bit sequence I(Ei). 

Let S*={S1, S2,…, Sm} be a set of abstracts of scientific 
publications p1, p2,…, pm. For each element of the set S* for 

1,q m=  we shall construct a set of index elements by formula 
(8). As a result, we shall obtain:

( ) ( ) ( ) ( ){ }1 2 1, , , ,q q q q
wW I E I E I E −w+∆ =    (10)

where ( )qW∆
 
is the set of index elements for each abstract 

from set S*.
Using a method of locally-sensitive hashing, in accor-

dance with the method described in paper [5], we shall 
determine index elements:

( ) { }1 2, , , ,q q q q
i i i icI E = d d d     (11)

where { }0,1 ,q
ix Îd  1, 1,i w= − w +  1, ,x c=  1, .q m=

The distance between abstracts in this case can be calcu-
lated based on the Hamming distance between all elements 
of each index of these abstracts. Thus, the distance between 
two given abstracts Sσ and Sτ is calculated from formula:

( ) ( )
1

1 1

1
, ,

1

w c

ix ix
i x

H S S
c w

−w+
σ τ σ τ

= =

= d − d
− w + ∑ ∑   (12)

where ( ),H S Sσ τ  is the Hamming distance between ab-
stracts Sσ and Sτ, ix

σd  and ix
τd  are the bits of index elements of  

the corresponding sets ( )W σ∆
 
and ( ),W τ∆  ,σ ≠ τ

{ }1,2, , ,mσ Î   { }1,2, , .mτ Î 

The distance between publications will be considered 
equal to the distance between the abstracts of these articles, 
that is, 

( )( , ) , ,g p p H S Sσ τ
σ τ =     (13)

where Sσ and Sτ are the abstracts of publications that are 
compared, .σ ≠ τ  

It should be noted that for the axioms of a metric to hold, 
it is required that the additional constraint is satisfied: we 
shall assume that there are no two different abstracts Sσ 
and Sτ with a zero Hemming distance, that is, if ,σ ≠ τ  then 

( ), 0.H S Sσ τ ≠  In fact, various publications with identical 
abstracts cannot exist. Coincidence of abstracts for various 
publications can be considered a case of plagiarism. 

After we determined a technique to calculate distances 
between publications, it is possible to pass over to the proce-
dure of the clustering of these publications.

Statement of the problem on clustering the publications. 
Let a metric space (P, g) be assigned. It is required to split 
the set of publications P into certain number of subsets that 
do not intersect. Such subsets of the set P are called clusters. 
Denote the set of clusters through Y={y1, y2,…, yz}, where z is 
the number of clusters into which set P is split. In order to as-
sign a set of clusters Y, the following conditions must be met:

1. Each publication necessarily belongs to one of the 
clusters, that is, 

1

.
z

i
i

y P
=

=
  

2. Each publication belongs to a single cluster, that is, 
,i jy Шy∩ =  .i j∀ ≠

3. Each cluster covers sufficiently close publications (in 
the sense of distance g).

It should be noted that in the case of calculation of dis-
tances between publications applying the above-described 
techniques, there is a possibility for the occurrence of the so-
called isolated publications. A publication will be considered 
isolated if the distance between it and any other publication 
from the set P is infinite. 

According to the definition of a cluster, no other publica-
tion may belong to the cluster that the isolated publication 
belongs to. This leads to the emergence of clusters consisting 
of only a single publication. The presence of such clusters 
complicates further processing of the data and does not con-
tain any information concerning the direction of scientific 
research of the isolated publications. That is why, in order to 
perform the clustering procedure, it is proposed to exclude 
the isolated publications from consideration.

Methods for clustering the publications. We shall con-
sider methods that can be employed for conducting the 
clustering procedure of scientific publications with the as-
signed techniques for determining a distance between these 
publications.

It is possible to select a separate class of the clustering 
methods, which are used in the case of data representation 
in the form of a graph. The main feature of graph clustering 
is the discrete metric space. The distance can be determined 
only between vertices of the graph and it is impossible to de-
termine the distance from any arbitrary point that does not 
belong to the graph. Because of this, many classical cluster-
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ing methods such as c-means, PAM, Hierarchical methods, 
SOM [15], and others, are not applicable for the clustering 
of graphs that represent links between scientific publications 
and citations. In order to cluster such graphs, it is proposed 
to use specialized clustering techniques, including the Lou-
vain method. The Louvain method is based on maximizing 
the modularity of the graph. Modularity is a numerical 
estimation of the quality of graph’s splitting into subgraphs. 
Modularity is defined as the sum of differences between the 
parts of arcs Doug in the corresponding subgraph and the 
squared parts of arcs whose one end belongs to the appropri-
ate subgraph. In other words, modularity of the clustering of 
publications graph can be determined as:

2

1

( ),
z

v v
v

Q
=

= b − a∑     (14)

where αv is the share of citations, where the publication that 
contains this citation, or the publication which was cited, 
belongs to cluster yv, that is, 

{ } { }
( )

( , ) , , ( , ) , ,
,

card

i i j i v j i j i i v j

v

p P p p C p y p P p P p p C p y p P

C

Î Î Î Î ∪ Î Î Î Î
a =

while βv is the share of citations, where the publication that 
contains this citation and the publication that was cited be-
longs to cluster yv,, that is, 

{ }
( )

( , ) , ,
,

card

i i j i v j v

v

p P p p C p y p y

C

Î Î Î Î
b =

where card(C) is the number of arcs of graph (P, C). 
The first step of the Louvain method is the initial split-

ting of the graph so that each vertex of the graph forms a 
separate cluster. This splitting is matched by the minimum 
value of modularity. Next, we perform iterative procedure 
for merging the clusters. Each such merger is matched by the 
maximum increase in the modularity of the graph. Merging 
the clusters is carried out as long as it is possible to increase 
the modularity of the graph. To find a solution to this opti-
mization problem, one of the simulation methods is applied, 
such as the Monte Carlo method.

A special feature of the Louvain method is that it does 
not use neural networks, which is why it requires training 
samples. However, the method has proved to be effective for 
the clustering of graphs with large dimensionality [8]. 

One of the problems that can arise in the course of imple-
mentation of the procedure of graph clustering is the stabil-
ity of splitting the graph into clusters. This problem occurs 
when there are several techniques for splitting, which are 
matched by close values of modularity. To solve this problem, 
it is proposed to apply a known method for finding stable as-
semblies of the graph’s vertices (P, C), which is described in 
paper [10]. Fixing such assemblies makes it possible to build 
robust clusters of publications, that is, it solves the problem 
on the stability of clustering.

We shall assume that the initial graph (P, C) was clus-
tered, for example, based on the Louvain method, and we 
received initial partition of the set of publications P into 
z clusters. We selected z=3 clusters y1, y2, y3 in the graph 
shown in Fig. 1. These clusters are marked with colors  
in Fig. 2.

Fig. 2. Results of the clustering of graph (P, C) into 3 clusters 
y1, y2, y3

An analysis of results of the clustering 
of scientific publications. As a result of the 
procedure of clustering of scientific pub-
lications, we obtained a set of clusters Y.  
The power of set Y can be quite large, 

making it difficult to run further analysis. One technique to 
solve this problem is the enlargement of constructed clusters 
by merging the clusters that are close together, containing  
a small number of elements. For this purpose, it is necessary 
to determine the centre of gravity of each built cluster. 

The center of gravity of cluster

{ }1 2, , , ,
k

k k k
ky p p pµ= 

 
1, ,k z=  

is such an object from cluster Ωk that the total distance to 
other objects of this cluster is minimal:

1

arg min ( , ), 1, ,
k

k k k
i j k

i

g p p j
µ

=

 
Ω = = µ  ∑   (15)

where μk=card(yk) is the number of objects that belong to 
cluster yk, 1, .k z=

Fig. 3 shows the result of merging the clusters, built by 
the procedure of clustering of graph (P, C).

Fig. 3. Results of execution of the algorithm for merging  
the clusters built for graph (P, C)

The algorithm to implement such a merger of clusters 
consists of the following steps:

 

 



Information technology

9

1. Set the counter b=0.
2. Find centers of gravity Ωk of each cluster

{ }1 2, , , .
k

k k k
ky p p pµ= 

3. Calculate distances between the centers of gravity of 
each cluster. The basis can be formula (13), by comparing the 
abstracts of publications that match centers of gravity.

4. If there are such clusters yk and yl that the distance be-
tween their centers of gravity does not exceed the threshold 
value δ, that is, the condition ( ), ,k lg Ω Ω ≤ d

 
is satisfied, then:

4. 1. Increase the counter by unity: b=b+1.
4. 2. Form a new cluster .z b k ly y y+ = ∪
4. 3. Clusters yk and yl are excluded from further consid-

eration.
4. 4. Find the center of gravity of the cluster Ωz+b.
4. 5. By using formula (13), we find distances from the 

center of gravity of cluster yz+b to the centers of gravity of 
other clusters y1, y2,…, yz+b-1. 

4. 6. Return to point 4.
5. If the distance between the centers of gravity of clus-

ters exceeds the threshold value for all clusters, that is, there 
are no such yk and yl for which condition ( ), ,k lg Ω Ω ≤ d  is 
satisfied, then the execution of the algorithm ends.

It should be noted that there may be scientific publica-
tions, which obtained as a result of research that is actu-
ally performed in a joint scientific direction, but in terms 
of the proposed distances, these publications will be far 
apart. There are many examples when several groups of sci-
entists did obtain the same results independently of each 
other. In this case, the publications of respective outcomes 
will not include cross references and will be distant from 
each other if the distances are calculated taking citations 
into consideration. That is why, to solve this problem, it 
is proposed to calculate distances by both techniques. If, 
when clustering publications, the distance is determined 
based on citations, then when the clusters are merged, 
the distance should be found based on the closeness of 
abstracts’ content and vice versa.

4. The task of the identification of scientists’ research 
areas

Establishing an alignment of the cluster, which consists of 
publications by scientists, to the field of research. 

After the clustering procedure of graph (P, C) and merg-
ing the clusters that are close to each other, it is required to 
establish alignment of the specific cluster to the verbal name 
of the research area represented by this cluster. That is, if 
Y={y1, y2,…, yz} is the constructed set of clusters after ap-
plying one of the clustering algorithms of graph (P, C), and 

{ }1 2
, , ,k k kY y y y

ψ
= 

 

is the ultimate set of clusters, which is built as a result of the 
execution of algorithm for merging close clusters, 

{ }1,2, , , 1, ,jk z z zÎ + + ν 

 

are the indexes of elements of the ultimate set of clusters, 
1, ,h = ψ  ν is the number of mergers of clusters during execu-

tion of the merging algorithm, ψ is the number of elements of 
the resulting set of clusters.

Each cluster 
1 2
, , ,k k ky y y

ψ
 will be assigned with a certain 

direction of scientific research. That is, we shall consider 
mapping : ,Y VΦ →  where V is the set of verbal names of 
research fields. For example, the elements of set V may in-
clude: “Mathematical Physics”, “Theory of Optimization”, 
“Computer Science”, etc. To establish correspondence Φ, one 
can use an expert approach. In this case, experts will make 
a decision about establishing correspondence between each 
cluster and an appropriate field, based on the list of publica-
tions in the cluster and some additional information, such as 
keywords, the most widely used concepts, etc. 

Identification of the scientists’ research areas.
Let A={a1, a2,…, an} be a certain set of scientists, n is the 

number of scientists, and P={p1, p2,…, pm} is the set of publi-
cations that were published by the given scientists, m is the 
number of publications. Denote through V={h1, h2, …, hψ} a 
set of areas of scientific research, ψ is the number of fields of 
research. As already noted, the identification of scientists’ 
research areas is the process of establishing a correspon-
dence between a particular scientist and the scientific areas 
in which this scientist is engaged and which are addressed 
in his/her publications within the framework of the given 
areas. That is, it is required to find representation L:A®V. 
To identify the areas of scientists’ research, one technique is 
to use information on the publication activity of scientists, 
taking into consideration the built set of clusters of research 
areas to which these publications belong. It is clear that sci-
entific publications in the vast majority are published with 
co-authors. In graph (P, C), which is shown in Fig. 2, 3 after 
clustering, graphic identification of the authors’ research 
areas will take the form shown in Fig. 4.

Fig. 4. Results of the identification of scientists’ areas of 
research using graph (P, C) as an example

A set of research areas of scientist ai is determined as:

( ) ( ) ( ){ }, 1, Ш ,
h hi k h k ia y h y P aΘ = Φ = h = ψ ∩ ≠  (16)

where Θ(ai) is a set of research areas of scientist ai, 

1, ,i n=  : .Y VΦ →

The totality of sets Θ(ai) for all scientists is the solution to 
the problem of the identification of research areas. The obtained 
results make it possible to solve the related problem on finding 
the scientists that undertake research in the specified area.
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5. Discussion of results of research into the clustering of 
scientific publications and the identification of scientists’ 

areas of research 

In the course of the present study we analyzed known 
methods for clustering the scientific publications and identi-
fying the areas of research. The analysis revealed that many 
of them, including the methods described in papers [1, 2], are 
limited by the significant impact of the keywords selected in 
publications on the result of clustering. These methods can 
be applied locally to identify sub-areas in a certain area of 
research, but they are difficult to employ for a full-scale clus-
tering of all publications, information on which is derived 
from scientometric databases.

In order to eliminate the specified shortcomings, and 
to identify scientists’ areas of research, we devised an im-
proved method for the clustering of scientific publications 
by appropriate areas. The task on clustering the scientists’ 
publications is sometimes based on finding a distance be-
tween full texts of the publications. In particular, paper [4] 
describes the use of a full-text analysis of publications to 
identify groups of authors who carry out research in the field 
of physical-mathematical sciences.

In the authors’ opinion, in order to find a distance be-
tween publications, it will suffice to compare their abstracts. 
Comparison of abstracts for finding the distance between 
publications is explained by the fact that in contrast to the 
analysis of abstracts, a full-text analysis of papers requires a 
large volume of computations and full access to the texts of 
scientific research. The average volume of scientific publica-
tions exceeds 3,000 thousand words while the average size of 
an abstract is 150 words. The difficulty of finding a distance 
using the locally-sensitive hashing is proportional to the 
number of words. Accordingly, finding the distance between 
abstracts is carried out, on average, by 30 times faster than 
between publications.

For the experimental analysis of the devised method, 
we compiled a database containing information about  
215,082 publications by 58,834 Ukrainian authors. As a 
result of the application of the citation graph clustering 
method, it was possible to identify about 20 thousand clus-
ters or scientific areas. When carrying out a procedure of 
merging the clusters it was discovered that a decrease in the 
number of clusters results in an increase in the instability of 
citation graph clustering. The reason for instability is insuf-
ficient connectedness of the graph. To solve this problem, it 
is necessary to complement input data with publications of 
foreign authors. The application of the method for merging 
the clusters, based on finding a distance between abstracts, 
reduces the number of clusters or areas of scientific research 
to about 500. This greatly simplifies further analysis and 
evaluation of these areas.

The use of each method separately leads to the occur-
rence of isolated clusters of publications that may belong to 
the same area of scientific research. In particular, there are 
groups of scientists who examine one topic in parallel, but 
there are few citations related to their publications, or the 
citations are absent at all. Similarly, given different style 
of writing by authors, there are abstracts for publications, 
which emphasize different aspects of the same problem, 
which is why they are quite far in terms of content. Applying 
both methods for estimating a distance between the ab-
stracts makes it possible to identify publications belonging 
to a common area of research more accurately. 

The main difficulties that arise in the identification of 
scientists’ areas of research are:

1. Completeness of the information on citing the publica-
tions is a necessary condition for the implementation of the 
method. That is why there is a need to provide an access to 
scientometric databases that contain this information. Given 
the trends in the implementation of national scientometric 
databases in Poland, Russia, other countries, there is a prob-
lem related to adding the publications of foreign scientists 
for consideration. In the absence of such publications, cita-
tion graph (P, C) is incomplete, which is why there appear 
unlinked clusters of publications that affects the results of 
clustering of scientific publications.

2. The necessity of finding a locally-sensitive hash for the 
abstract of each examined publication and finding a matrix 
of distances between them. Each of these activities has con-
siderable computational complexity. To reduce the load on 
the system, it is proposed to find a hash of the abstract when 
adding the publication to the system in order to save it as one 
of the characteristics of this publication.

3. Determining a threshold value of distance δ, at which 
clusters should be merged. The problem is that different 
fields are characterized by a different theoretical mean dis-
tance between scientific publications.

4. Building a match between clusters and areas of scien-
tific research requires engagement of experts. During oper-
ation of the system, a database of the basic concepts of the 
field is created, which is based on keywords from the publi-
cations and terms that are most often found in the abstracts 
of these publications.

Considering the specified difficulties, in order to clus-
ter scientific publications, it is more appropriate to use 
distances between publications determined on the basis 
of citation. Finding such distances requires a less amount 
of computations than finding distances between publica-
tions based on the closeness of publications by content. 
It should also be noted that the co-citation graph (P, C) 
is rather sparse: each vertex typically generates around 
10‒20 arcs. A graph built based on the distance between 
abstracts by content is almost complete, that is, the num-
ber of edges that emanate from each vertex is slightly less 
than the number of vertices in the graph. Clustering of 
the sparse graph is a simpler task than clustering of the 
full graph.

When merging the clusters, a distance is determined 
only between the centers of gravity of the clusters whose 
number is significantly less than that of publications in gen-
eral. That is why at this stage it is more appropriate to apply 
a method of calculating the distances between abstracts of 
scientific publications. Under such a sequence of actions, 
the clustering of scientific publications requires a smaller 
amount of computations. 

In the future, it is planned to devise a method for calcu-
lating a short-term forecast of gain in a change of integrated 
assessments of a scientific area. It is assumed that the meth-
od to be designed could be applied to identify promising 
areas of research.

8. Conclusions

1. We constructed a method for the clustering of sci-
entific publications by research areas. The method uses 
representation of publication activity and citation of authors 
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in the form of a directed graph. The method employs several 
proposed techniques to calculate a distance between publi-
cations: based on the degree of closeness by the content of 
abstracts for these publications, and by considering citation 
links between publications. As a result, we built a set of 
clusters, each of which contains a certain number of scien-
tific publications that are close to each other. Due to the 
specificity of input data, in the process of clustering there 
may emerge the isolated publications and the clusters that 
are close enough, which contain a small number of publi-

cations. That is why we proposed an algorithm for merging 
the clusters that are close, and the exclusion of the isolated 
publications from consideration.

2. To identify scientists’ areas of research, it is proposed 
to initially establish a correspondence between the clusters 
and the appropriate verbal representations of research areas 
by using expert methods. After that, it becomes possible for 
each scientist to form a set of areas for scientific research, 
taking into account the mapping of a set of publications by 
scientists onto a set of scientific areas.
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