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1. Introduction

Around the world, amounts of digital data keep increas-
ing with each year. A great share of these data are published 
in open access in their primary, non-aggregated form. Such 
data sets are called microdata. Microdata can be used for 
numerous purposes, including:

– dissemination of clinical data to facilitate medical 
research. E. g., in the U.S., this is regulated by the corre-
sponding bills [1, 2];

– enforcing transparency of public policy. E. g., in the 
EU, protection of personal data is subject to the corre-
sponding law [3];

– sharing census and other statistical research data to 
enable conducting economic, demographic, and other kinds 
of research.

At the same time, there is a certain risk that providing 
public access to the data in their unchanged form will not 

only achieve its primary goal but also lead to disclosing con-
fidential information about an individual or a group thereof. 
E.g., open access to clinical data facilitates medical research. 
At the same time, publishing medical records can enable 
unique identification of a patient. Moreover, outliers in a 
regional distribution of patients might point to areas with 
exceeded sickness rate threshold.

Therefore, it is important to provide data anonymity at 
the stage of creating the content for open information re-
sources. Anonymity of a subject can be seen as its property of 
being not identifiable (uniquely characterized) within a set 
of subjects [4]. Anonymity comes in two variants:

– individual anonymity concerns information about sin-
gle respondents (persons, households, enterprises);

– group anonymity concerns distribution of information 
about a group of respondents.

Methods for providing individual anonymity have been a 
subject of research for more than 20 years and are developed 
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to a sufficient level. At the same time, methods for providing 
group anonymity began their development only in 2009. 
Methods described in the literature are population in their 
nature, i.e. they generate huge numbers of potential ways to 
provide anonymity. Not all of these ways solve the task of 
providing anonymity, therefore in practice, they need to be 
analyzed for satisfying imposed requirements. This process 
is time-consuming, so the research aimed at developing an 
automated method for evaluating ways of providing group 
anonymity is a topical one.

2. Literature review and problem statement

Primary non-aggregated data are typically being dissem-
inated as microfiles, i. e. data tables, in which rows (records) 
correspond to respondents, and columns correspond to their 
attributes. Out of all microfile attributes, we can single out a 
set of vital attributes, whose values can be used to uniquely 
determine whether a respondent belongs to a certain group 
(subset of microfile records). Records that belong to the 
group are called vital records. In addition, we can select a 
parameter attribute, whose values determine a distribution 
of information about vital records. The microfile can be split 
into parameter submicrofiles, each of which contains records 
with the same parameter value.

Using the microfile data, we can build a goal signal, 
which shows the distribution of data about a given group 
along the values of the parameter attribute. In the litera-
ture, several kinds of goal signals are defined, i. e. quantity, 
concentration, and concentration difference signals. It is 
sufficient to discuss only quantity signal, elements of which 
are numbers of vital records in corresponding submicrofiles. 
Adaptation of the method described in this work to signals 
of other types is straightforward.

In practice, group anonymity can be violated by analyz-
ing outliers in the quantity signal. Outliers are [5] values 
that differ from other signal values so much that they arouse 
suspicions that they were generated by a different mecha-
nism. If outliers can be detected (either by visual inspection 
or with the help of an automatic procedure), it is said that 
there is a risk of violating group anonymity. In this paper, 
we will discuss the cases when the threat for anonymity 
violation comes from the outliers that exceed all other signal 
values. Such outliers can be interpreted as anomalous num-
bers of respondents belonging to the group in one parameter 
submicrofile.

To provide group anonymity, one needs to apply data 
modification in order to mask goal signal outliers, which 
satisfies the following conditions [6]:

1. After modification, the risk of anonymity violation is 
mitigated.

2. Results of analysis of the modified data are close to 
results of analysis of the primary data.

3. Data modification is cost-effective (in terms of time 
and other resources).

The simplest way to mask outliers is to remove the vi-
tal attribute from the microfile. E. g., if “Place of Work” is 
selected as a parameter attribute, and “Military Service” 
is selected as a vital one, then removing the latter one will 
hypothetically disable detecting outliers that correspond to 
sites of military bases. However, as was shown before [7], 
this approach satisfies only the third condition. The first 
two conditions will not be satisfied in general, because it is 

sometimes possible to build a model of a group that takes 
into consideration values of other core microfile attributes 
(such as “Age,” “Sex,” etc.), removing which is unacceptable. 
Using such a model, we can build a special type of distribu-
tion whose outliers match the ones in the quantity signal, 
thereby violating group anonymity. Thus, regardless of the 
decision to remove the vital attribute from the microfile, 
additional data modifications are necessary to provide group 
anonymity.

Detecting outliers is also important in the context of 
individual anonymity, because there exists a high risk of 
identifying an outlying record. To mask individual outliers, 
methods of providing k-anonymity, cell suppression, and 
generalization are used.

The idea of providing k-anonymity was introduced in [8]. 
It implies modifying data in such a way that combinations of 
microfile attribute values correspond to at least k microfile 
records. Typically, the corresponding modification leads to 
introducing certain statistical bias in the microfile attribute 
values distribution. In [9], enhanced methods of data gener-
alization and suppression are proposed, which enable us to 
reduce the corresponding bias whilst providing k-anonym-
ity. Methods of providing k-anonymity are implemented in 
the sdcMicro package for the R system [10].

In general, k-anonymity requirement is a weak one, so to 
increase data protection level, the concept of l-diversity was 
proposed [11]. According to this concept, each value of the 
sensitive attribute has to correspond to at least l microfile 
records. A development of this idea is the concept of t-close-
ness, whose basic tenet is that [12] the distance between the 
distribution of sensitive attribute values in a certain equiv-
alence class inside the microfile and the distribution of this 
attribute values in the microfile as a whole doesn’t exceed a 
certain threshold t.

Another group of methods for removing outliers from the 
microfile includes suppression and generalization methods. 
They imply [13] replacing certain values, which enable us 
to uniquely identify some records, with more general values, 
including interval ones.

In recent years, additional methods for providing indi-
vidual anonymity have been proposed. In [14], an algorithm 
is described for disabling detecting classification rules, 
which can lead to leaking sensitive information from the mi-
crofile. An overview of methods for providing anonymity in 
social networks, including masking outliers, is given in [15].

All the discussed methods for removing outliers are not 
applicable to group anonymization, because they work at the 
level of single records, not quantity signals. Therefore, the 
task of developing a method for providing group anonymity 
with the automated procedure of detecting quantity signal’s 
outliers remains unsolved in the literature.

3. The aim and objectives of the study

The aim of this work is to improve the efficiency of the 
data group anonymization process by developing an auto-
mated method for providing data group anonymity, which 
does not require expert’s participation in evaluating solu-
tions of the TPGA. In such a method, the expert’s role boils 
down to choosing parameters of the problem at the outset. 
The rest is left up to the automatic procedure.

To achieve this aim, the following objectives were ac-
complished:
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– to modify the memetic algorithm based method for 
solving the TPGA by automating the process of evaluating 
its solutions;

– to conduct a real data based experiment to validate the 
modified method in practice.

4. Materials and methods of researching the influence of 
the group anonymization modification on efficiency

4. 1. Formal definition of the task of providing group 
anonymity

Let us denote the microfile, in which it is needed to pro-
vide group anonymity, by M, its records by r(i), i=1,…, ρ, and 
its attributes by wj, j=1,…, η. We will assume that the number 
of parameter values equals lp. Let us denote parameter sub-
microfiles by M1,…, Mlp. Let us denote the number of records 
in the ith submicrofile by ρi. We will denote the quantity sig-
nal by q=(q1, q2,…, qlp), where qk is the number of vital values 
in Mk. A set of indexes of q, which correspond to outliers, will 
be denoted by OUT(q).

The task of providing group anonymity (TPGA) is formu-
lated as follows. Such data modification needs to be selected 
that masks outliers in q built based on the modified microfile 
M* (modified quantity signal q*), but doesn’t reduce data 
utility much (in terms of a given utility measure). At the 
same time, this modification should introduce as little distor-
tion into the microdata as possible:

– to minimize data distortion at the level of single re-
spondents, it is necessary to perform pairwise swapping of 
respondents between parameter submicrofiles (and changing 
their parameter values accordingly);

– to minimize data distortion at the level of the whole 
microfile, the respondents in each pair must be similar in 
some sense.

In the literature, a similarity measure widely used for 
this purpose is known as [16] influential metric:
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where Ik ( Jl) is the kth ordinal (lth categorical) influential 
attribute (attribute whose distribution is important for po-
tential users of the microfile); χ(v1, v2) equals a certain num-
ber χ1 if v1 and v2 fall into one category, and χ2 otherwise; 
ωk and γl are non-negative weights (the more important the 
attribute, the higher the weight).

As was shown in [16], the TPGA can be reduced to 
a well-known minimum cost network flow problem [17]. 
The architecture of the network in this task is uniquely 
determined by the choice of vital and parameter values, 
coefficients in (1), and the modified quantity signal q*. This 
problem can be solved using algorithms of polynomical 
complexity, yielding a solution that can be interpreted as the 
level of distortion that must be introduced in the microdata 
in order to achieve the needed q*.

Since different modified quantity signals define different 
networks, in practice, we face a meta problem of choosing 
such a modified quantity signal that the outliers are masked, 
and solution to the corresponding minimum cost flow 
problem corresponds to the minimal distortion introduced. 
Because we cannot specify exact values in q* beforehand 

that will lead to the smallest distortion, we can only impose 
certain restrictions on the values of the quantity signal q with 
indexes from OUT(q). Each such restriction is a function 
μi(x) defined for the ith value of q that possesses the follow-
ing properties:

– equals 0 for x≥qj (an outlier cannot grow);
– equals 1 for x≤εj, where εj is a threshold value, below 

which the ith value of q should fall in the best case scenario. 
This value is set by the expert before solving the problem;

– monotonically falls to 0 when εj≤x≤qj.
The value μi(qi) is called compatibility of qi with the re-

striction. The compatibility μ(q) of the whole signal q with 
a set of restrictions is defined as the product of individual 
compatibilities.

Threshold values can be picked according to the proce-
dure described in [18]. Let us denote by qKmax the Kth biggest 
value of the subsignal q’=(qj), j belongs to OUT’(q), i. e. a 
complement of OUT(q) to the index set {1,…, lp}. The condi-
tion εj=qKmax requires that when the compatibility of the 
modified signal with the restrictions is high, the outliers fall 
below the level that does not exceed the Kth biggest value 
in the modified signal. Sometimes in practice, the threshold 
values can be selected as low as εj=qKmax–(qj–qKmax)∙0,2, to 
ensure the satisfying result.

Since data anonymization problems typically involve Big 
Data, solving TPGA for optimal modification is not war-
ranted. Often, feasible but suboptimal solutions can provide 
anonymity and introduce sufficiently small data distortion.

Let us denote a feasible solution to the TPGA by

( ) ( )( ) ( ) ( )( ) =  
1 1, ,..., , ,Q Qi ji jS r r r r

where ik, jk, k=1,…, Q, are indexes of those microfile records 
that need to be swapped between submicrofiles. Then, the 
TPGA can be formally stated as follows: find such an or-
dered sequence of pairwise record swaps S that satisfies the 
following conditions:
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where q*(S) is the modified quantity signal built after swap-
ping records from S; μ(q1*(S),…, qlp*(S)) is the compatibility 
of q* with the restrictions; αcomp is called a compatibility 
threshold (typically, αcomp≥0.5); Kout is called a sensitivity 
threshold; Kdist is called a distortion threshold; Cmax is the 
maximal possible cumulative value of (1) that can be at-
tained for the current TPGA.

In [19], a method for solving the TPGA is proposed, 
which is based on memetic algorithms. Memetic algorithms 
are a dialect of evolutionary algorithms, coupled with lo-
cal search techniques [20]. In many cases, using the local 
search procedure enhances [21] the algorithm’s efficiency 
by incorporating specific knowledge about the task to be 
solved. In recent years, many novel applications of memetic 
algorithms have been proposed, especially in the area of 
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solving complex optimization problems [22]. Such algo-
rithms aim at solving the shortest path routing problem 
[23], minimum dominating set problem [24], minimum 
graph cutwidth problem [25], etc.

Thus, in the general case, the method for solving TPGA 
consists of the following steps:

1. Determine parameter and vital attributes. Build a goal 
signal. Visually detect outliers in this signal with the help of 
an expert.

2. Formulate, with the help of the expert, restrictions 
on those values of the goal signal that correspond to the 
detected outliers. Determine the measure of similarity of 
respondents in a microfile.

3. Apply the memetic algorithm for solving the TPGA.
4. Visually analyze, with the help of the expert, the 

solutions obtained by the memetic algorithm (in order to 
confirm that the outliers have been indeed masked).

The last step of this method is necessary because evolu-
tionary algorithms are known to be very effective at reach-
ing the vicinity of the minimum of the objective function, 
but are quite ineffective at converging to this minimum. Due 
to the population nature of memetic algorithms, a large num-
ber (hundreds and even thousands) of candidate solutions 
to TPGA can be obtained, most of which may in fact be far 
from satisfying the desirable property of masking the outli-
ers. Therefore, each of the solutions needs to be analyzed by 
the expert separately, which is very time-consuming, and 
therefore violates the third condition imposed on the data 
modification process.

4. 2. Memetic algorithm for solving the TPGA
Let us discuss the memetic algorithm for finding se-

quences of swaps that satisfy (2), described in [16]. In this 
algorithm, the population consists of matrixes U of dimen-
sion Q×4, where each row uniquely defines a pair of records 
to be swapped:

– element of the first column ui1, i=1,…, Q, is the index 
of the submicrofile, from which it is necessary to remove a 
record;

– element of the second column ui2, i=1,…, Q, is the index 
of the record in the corresponding submicrofile that needs 
to be removed;

– element of the third column ui3, i=1,…, Q, is the index 
of the submicrofile, to which it is necessary to add a record;

– element of the fourth column ui4, i=1,…, Q, is the index 
of the record in the corresponding submicrofile that needs to 
be swapped with the record defined by the first two columns.

Each submicrofile index i, i=1,…, lp, can be present in 
the first column no more than qi times. In the third column, 
index i can be present no more than (ρi–qi) times. Each 
microfile record can be present in U only once. Since rows 
of U are ordered, each individual in the population uniquely 
determines a candidate solution to the TPGA.

Fitness of an individual in the population is determined 
by the fitness function

( ) ( ) ( ) ( )= Υ ⋅Φ ⋅Ψ ,f U U U U   (3)

where Υ(U) is the measure of TPGA solution quality from 
the distortion minimization point of view; Ф(U) is the mea-
sure of TPGA solution quality from the masking outliers 
point of view (i.e. compatibility μ(q) of the signal with the 
restrictions); Ψ(U) is the penalty against unbounded growth 

of a number of rows in individuals. Values of each factor in 
(3) must lie in [0, 1], because they are equally important for 
the overall solution quality.

The memetic algorithm proceeds along the following 
steps:

1. Randomly generate a population P={Ui} of μ individ-
uals, i=1,…, μ.

2. Apply local search operator S(Ui), i=1,…, μ.
3. Calculate fitness values (3) for each individual.
4. If the termination condition holds, stop the algorithm.
5. Select λ parent pairs and place them in set P’.
6. Apply recombination operator R(Ui1, Ui2) to each in-

dividual pair Ui1, Ui2 from P’. Place the offspring in set P’’.
7. Apply mutation operator M(Ui)=(M4◦M3◦M2◦M1)(Uj) 

∀Uj, where each operator Mk, k=1, …, 4, is applied separately 
to the kth column of Uj.

8. Apply S(Ui) to each individual from P’’.
9. Calculate fitness values (3) for each individual  

from P’’.
10. Select μ fittest individuals from the union of P and P’’ 

and place them in P, overwriting current individuals.
11. Go to step 3.
The first population should be initialized by randomly 

generating individuals with different numbers of rows. 
Elements of the first column in the individuals should be 
generated with probabilities proportional to corresponding 
elements of q. Elements of the third column should be gener-
ated with probabilities proportional to sizes of correspond-
ing submicrofiles.

Termination criterion can be chosen to be the number of 
generations elapsed. Choice of other algorithm parameters 
(μ, λ, recombination probability, mutation probability, selec-
tion method, etc.) depends on the task being solved.

4. 3. Modification of the method that doesn’t involve 
the expert in evaluating solution quality

In order to improve data anonymization efficiency, in 
this work, we propose the modified method of solving the 
TPGA that doesn’t involve the expert at the last stage. The 
modified method consists of the following steps:

1. Determine parameter and vital attributes. Build a 
goal signal. Visually or automatically detect outliers in this 
signal.

2. Formulate, with the help of the expert, restrictions on 
those values of the goal signal that correspond to the detect-
ed outliers. Determine parameters of the task being solved 
(coefficients in (1) and (2)).

3. Apply the memetic algorithm for solving the TPGA.
4. Automatically select solutions that satisfy (2).
To automatically select solutions that satisfy (2), we need to 

apply some method of automatic outlier detection in the mod-
ified goal signal. All the methods for outlier detection assume 
building some data model [26], deviations from which imply 
the presence of outliers. The simplest such model can be based 
on the assumption that signal values are normally distributed. 
However, in TPGA, goal signals typically contain at most 
several dozens of elements, so the assumption of the Student 
distribution of signal values is more justified. In this work, we 
will use the modified Thompson tau technique (MTTT) as the 
method recommended by the National Standard of the Ameri-
can Society of Mechanical Engineers PTC 19.1.

Let the values of the quantity signal be sorted in increas-
ing order. To detect outliers, proceed as follows:
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1. Calculate the median and pseudo-standard deviation 
(which, unlike mean and standard deviation, are more robust 
to the presence of outliers):
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2. For each signal element qi, i=1,…, mq, calculate abso-
lute deviations from the median:
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where tα/2 is the critical Student’s t value based on mq –  
2 degrees of freedom and significance level α.

4. Apply the following criterion: if for some index di> 
>τspsq, then the ith signal value is an outlier. In this case, 
remove it from the signal and return to step 1. If the criterion 
is not satisfied for all i, stop.

4. 4. Description of the experimental research of the 
modified method for providing group anonymity

To illustrate how the automated method of providing 
group anonymity works in practice, let us discuss the task 
of masking the regional distribution of military personnel 
working in the state of New York (the U. S.). We used the 1 % 
sample of the American Community Survey conducted in the 
U.S. in 2013 [27]. The part of the microfile with respondents 
working in New York contains 91,398 records.

We selected the attribute “Place of work: PUMA, 2 000 
onward” to be the parameter attribute. Each parameter value 
defines the code of the district where the respondent works. 
We selected the attribute “Occupation, SOC classification”  
as the vital attribute. Its values are occupation codes accord-
ing to the U. S. Standard Occupational Classification system 
(SOC). Vital values were chosen to be 551010, 552010, 
553010, 559830, which correspond to active military per-
sonnel of different ranks. The quantity signal q built for the 
group of military personnel in the state of New York defined 
this way is given in Fig. 2 (solid line). Elements 1–38 of the 
signal correspond to districts where respondents work, with 
the district having the lowest number corresponding to 1, 
and so on.

In this quantity signal, we can detect two outliers: in the 
5th and 29th districts (OUT(q)={5, 29}). The outlier in the 
5th district corresponds to the Fort Drum military base, 
whereas the outlier in the 29th district corresponds to the 
West Point Military Reservation, which can be checked by 
analyzing [28].

To mask these outliers, restrictions were imposed 
on the corresponding signal elements as follows: μ5(x)= 
=ZMF(x, 10, 97) and μ29(x)=ZMF(x, 10, 45), where
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In these functions, parameter a plays the role of the 
threshold value ε. Plots of the corresponding functions are 
given in Fig. 1.

Fig. 1. Restrictions imposed on the values of the quantity 
signal q that correspond to outliers

Influential attributes were chosen according to Table 1. 
To simplify interpretation of metric (1), each attribute was 
considered categorical with the unit weight. The metric 
defined this way shows the total number of attribute values 
that need to be distorted after one swap takes place.

The fitness function (3) looks as follows:
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where wk is the kth influential attribute, Mj(i, wk), k=1,…, 13 
are the values of the attribute wk in the ith record from Mj.

Recombination and local search operators were chosen 
as in [16]:

– recombination operator randomly generates two num-
bers k1 and k2, which lie from 0 to the number of rows in each 
of the parents, respectively, cuts the parents along the rows 
with corresponding indexes, and creates the offspring by 
exchanging the corresponding sections of individuals;

– local search operator for each row of individual U gen-
erates a random number r uniformly distributed on [0, 1].  
If r≤pmem, where pmem is a parameter, then element ui4 is 
assigned an index of the record from the submicrofile with 
index ui3, which is the most similar to the record ui2 from 
the submicrofile with index ui1. If r>pmem, then element ui2 
is assigned an index of the record from the submicrofile with 
index ui1, which is the most similar to the record ui4 from the 
submicrofile with index ui3.

Mutation operators M1 and M3 were chosen to be swap 
mutation [29], mutation operators M2 and M4 were chosen 
to be random resetting mutation [21]. Selection method was 
chosen to be tournament selection [30]. Parameters of the 
algorithm and the TPGA are given in Table 2. Whenever 
the standard deviation of fitness values in the population fell 
below 0.03, mutation probability was increased tenfold in 
order to prevent premature convergence.
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Table 2

Parameters of the memetic algorithm for solving the TPGA

Parameter Value

Population size μ 100

Number of parent individual pairs λ 40

Recombination probability pc 1

Mutation probability pm 0.001

Local search parameter pmem 0.75

Tournament size in the selection q 5

Compatibility threshold αcomp 0.5

Sensitivity threshold Kout 0.0

Distortion threshold Kdist 0.3

Number of algorithm runs 10

Number of generations in each run 1,000

Since visual analysis of 1,000 candidate solutions ob-
tained in the final generations from all algorithm runs is 
very time-consuming and error-prone, MTTT with α=0.01 
was used.

5. Results of the experiment for  
validating modification of the method for solving  

the TPGA

After conducting the experiment described above, only 
24 solutions were selected as feasible. Corresponding solu-
tions and their characteristics are given in Table 3 ordered 
by the cumulative value of (1).

The mean cumulative value of (1) for all 24 solutions is 
467.958, which means that to provide group anonymity, it 
is sufficient to distort (on average) no more than 467.958/
(13∙91,398)≈0.04 % microfile attribute values.

Table 1

Influential attributes for the TPGA

No. Title Values

1 Age 000 – less than 1 year old, 1..130 – 1 to 130 years, 135 – 135 years old

2
Educational 
attainment 

00 – N/A or no schooling, 01 – nursery school to grade 4, 02 – grades 5–8, 03 – grade 9, 04 – grade 10, 05 – 
grade 11, 06 – grade 12, 07 – 1 year of college, 08 – 2 year of college, 09 – 3 year of college, 10 – 4 year of college,  
11 – 5 year of college and higher

3 Sex 1 – male, 2 – female

4 Race
1 – White, 2 – Black/Negro, 3 – American Indian, 4 – Chinese, 5 – Japanese, 6 – other Asian, 7 – other race,  
8 – two major races, 9 – three or more major races

5
Usual hours 

worked per week
00 – N/A, 01..98 – 1 to 98 hours per week, 99 – 99 hours and more

6 Hispanic origin 0 – not Hispanic, 1 – Mexican, 2 – Puerto Rican, 3 – Cuban, 4 – other, 9 – not reported

7 Marital status
1 – married, spouse present, 2 – married, spouse absent, 3 – separated, 4 – divorced, 5 – widowed, 6 – never 
married

8
Means of trans -

portation to work

00 – N/A, 10 – automobile vehicle, 11 – auto, 12 – driver, 13 – passenger, 14 – truck, 15 – van, 20 – motorcycle,  
30 – public transport, 31 – bus or trolley bus, 32 – streetcar, 33 – subway, 34 – railroad, 35 – taxicab, 36 – 
ferryboat, 40 – bicycle, 50 – walked, 60 – other, 70 – worked at home

9
Time of  

departure for 
work

0000 – N/A, other values report the time usually leaving for work (values 0001..2359 code time moments 
00:01..23:59, respectively)

10
Travel time to 

work
000 – N/A, other values are amounts of time, in minutes, it took to get to work

11
Weeks worked 

last year
0 – N/A, 1 – 1–13 weeks, 2 – 14–26 weeks, 3 – 27–39 weeks, 4 – 40–47 weeks, 5 – 48–49 weeks, 6 – 50–52 weeks

12
Total personal 

income
A 7-digit numeric code reporting each respondent’s income for the previous year, in USD

13 Speaks English
0 – N/A, 1 – does not speak English, 2 – speaks English, 3 – speaks only English, 4 – speaks very well, 5 – speaks 
well, 6 – speaks but not well, 7 – unknown, 8 – illegible
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Two solutions with the lowest cumulative value of (1) are 
given in Fig. 2. The following observations are true:

– compatibilities of these solutions with imposed restric-
tions satisfy (2) because 

μ(q*1)=ZMF(13, 10, 97)∙ZMF(8, 10, 45)=0.990>αcomp; 
μ(q*2)=ZMF(11, 10, 97)∙ZMF(10, 10, 45)=0.993>αcomp;

– all initial outliers are masked, because the set of initial 
outliers OUT(q)={5, 29} doesn’t intersect the sets OUT(q*1) 
and OUT(q*2);

– values 407 and 410 are sufficiently lower than Kdist× 
×Cmax=0.3∙1846=553.8.

Fig. 2. Initial quantity signal q and modified quantity signals 
q*1 and q*2

Table 3

Modified quantity signals for the TPGA and their main characteristics

No. Modified Quantity Signal Fitness Cumulative Metric (1) μ(q) OUT(q)

1
q*1=(2, 2, 1, 7, 14, 1, 14, 0, 5, 0, 2, 8, 0, 1, 1, 1, 4, 11, 1, 9, 0, 
3, 2, 3, 2, 0, 3, 0, 13, 0, 4,14, 4, 5, 23, 7, 12, 6)

0.772 407 0.990 {35}

2
q*2=(2, 1, 1, 5, 15, 1, 13, 0, 4, 0, 2, 8, 0, 1, 1, 1, 4, 11, 1, 7, 0, 
4, 2, 4, 3, 0, 5, 1, 12, 0, 4, 13, 4, 7, 21, 7, 13, 7)

0.772 410 0.993 {35}

3
q*3=(2, 2, 1, 3, 14, 1, 11, 0, 4, 0, 3, 9, 0, 1, 1, 1, 4, 11, 1, 7, 0, 
3, 2, 5, 3, 0, 4, 0, 9, 0, 4, 10, 4, 7, 29, 7, 13, 9)

0.762 430 0.998 {35}

4
q*4=(1, 2, 3, 3, 13, 1, 10, 1, 6, 1, 3, 10, 0, 0, 1, 3, 5, 6, 2, 2, 0, 
2, 1, 1, 3, 0, 3, 2, 8, 1, 8, 8, 14, 3, 29, 7, 12, 10)

0.757 432 0.999 {35}

5
q*5=(1, 1, 2, 0, 11, 1, 10, 0, 6, 0, 4, 9, 0, 1, 1, 1, 5, 8, 3, 5, 0, 4, 
0, 0, 2, 1, 4, 2, 10, 0, 7, 7, 8, 4, 30, 7, 15, 15)

0.755 437 1.000 {35, 37, 38}

6
q*6=(0, 0, 1, 1, 11, 1, 11, 0, 5, 0, 3, 12, 0, 1, 2, 1, 6, 7, 2, 5, 0, 
2, 1, 2, 1, 1, 2, 3, 10, 0, 7, 4, 11, 2, 32, 8, 18, 12)

0.748 450 1.000 {35, 37}

7
q*7=(1, 0, 1, 1, 10, 1, 12, 0, 6, 0, 4, 12, 0, 1, 2, 1, 6, 8, 2, 6, 0, 
2, 1, 2, 2, 1, 2, 2, 8, 0, 6, 4, 10, 2, 33, 8, 17, 11)

0.716 459 1.000 {7, 12, 35, 37}

8
q*8=(0, 0, 1, 1, 7, 1, 8, 0, 9, 0, 2, 17, 1, 0, 0, 5, 3, 6, 4, 5, 0, 0, 
4, 7, 0, 0, 2, 1, 11, 1, 5, 3, 14, 2, 38, 6, 12, 9)

0.714 461 1.000 {12, 33, 35}

9
q*9=(1, 1, 2, 0, 8, 1, 11, 0, 9, 0, 5, 11, 0, 1, 2, 1, 5, 10, 3, 5, 0, 
2, 0, 0, 1, 1, 3, 2, 8, 0, 7, 6, 11, 3, 28, 8, 17, 12)

0.659 464 1.000 {35, 37}

10
q*10=(0, 4, 1, 7, 10, 2, 16, 1, 8, 0, 7, 11, 1, 2, 1, 1, 3, 6, 1, 5, 1, 
5, 1, 1, 1, 1, 1, 2, 9, 0, 6, 2, 9, 1, 29, 5, 13, 11)

0.726 466 1.000 {7, 35, 37}

11
q*11=(0, 2, 3, 6, 10, 2, 12, 2, 7, 0, 2, 11, 1, 1, 1, 2, 3, 6, 3, 6, 0, 
2, 1, 1, 4, 0, 1, 0, 7, 1, 6, 3, 7, 5, 29, 6, 16, 16)

0.691 466 1.000 {7, 35, 37, 38}

12
q*12=(2, 1, 1, 6, 9, 1, 15, 0, 5, 0, 3, 8, 0, 0, 1, 1, 4, 7, 1, 5, 0, 5, 
1, 6, 2, 1, 6, 0, 7, 0, 5, 13, 5, 5, 28, 7, 13, 11)

0.658 468 1.000 {7, 32, 35, 37}

13
q*13=(1, 2, 4, 5, 9, 1, 10, 1, 6, 1, 4, 10, 0, 0, 1, 3, 6, 6, 2, 2, 0, 
0, 1, 2, 4, 0, 4, 3, 8, 1, 6, 5, 15, 5, 27, 7, 14, 9)

0.689 470 1.000 {33, 35, 37}

14
q*14=(0, 0, 1, 8, 8, 1, 14, 0, 6, 1, 2, 11, 2, 3, 2, 2, 3, 7, 2, 5, 0, 
0, 0, 2, 0, 0, 1, 4, 12, 1, 9, 8, 13, 3, 29, 6, 9, 10)

0.729 472 0.997 35

15
q*15=(0, 3, 5, 7, 10, 2 ,12, 1, 7, 0, 2, 9, 0, 2, 0, 2, 3, 6, 2, 5, 0, 
2, 1, 2, 2, 0, 1, 0, 7, 1, 6, 2, 11, 6, 29, 6, 17, 14)

0.688 472 1.000 {7, 35, 37, 38}

16
q*16=(2, 2, 1, 7, 9, 1, 15, 0, 4, 0, 2, 7, 0, 1, 1, 1, 4, 11, 1, 8, 0, 
3, 2, 4, 3, 0, 4, 0, 9, 0, 4, 15, 5, 5, 26, 7, 15, 6)

0.708 475 1.000 {7, 18, 32, 35, 37}

17
q*17=(2, 1, 1, 8, 8, 1, 14, 0, 4, 0, 3, 7, 0, 0, 1, 1, 4, 9, 1, 8, 0, 3, 
1, 4, 3, 0, 5, 0, 8, 0, 4, 11, 4, 7, 32, 7, 14, 9)

0.652 479 1.000 35

18
q*18=(4, 0, 1, 3, 9, 1, 10, 0, 6, 1, 3, 14, 1, 1, 0, 1, 3, 7, 1, 2, 0, 
3, 1, 0, 3, 6, 4, 0, 8, 2, 10, 19, 9, 6, 22, 6, 13, 5)

0.682 483 1.000 {12, 32, 35, 37}

19
q*19=(0, 2, 5, 3, 10, 1, 8, 1, 8, 1, 3, 10, 0, 0, 1, 4, 6, 6, 2, 2, 0, 
1, 1, 1, 4, 0, 3, 3, 7, 1, 8, 5, 15, 5, 33, 7, 11, 7)

0.681 485 1.000 {33, 35}

20
q*20=(1, 0, 1, 1, 9, 1, 13, 0, 8, 0, 6, 10, 0, 0, 1, 1, 4, 9, 3, 5, 0, 
2, 1, 2, 5, 1, 3, 3, 5, 0, 7, 6, 9, 5, 28, 7, 16, 12)

0.539 486 1.000 {35, 37}

21
q*21=(0, 0, 1, 7, 4, 1, 16, 0, 6, 1, 2, 9, 2, 3, 4, 3, 3, 6, 2, 4, 0, 1, 
0, 2, 0, 0, 1, 3, 10, 1, 10, 6, 16, 3, 33, 6, 10, 9)

0.537 490 1.000 {7, 33, 35}

22
q*22=(2, 1, 1, 8, 4, 1, 17, 0, 4, 0, 3, 7, 0, 0, 1, 1, 4, 9, 1, 10, 0, 
4, 1, 2, 3, 0, 4, 0, 8, 0, 4, 13, 3, 7, 32, 7, 13, 10)

0.363 505 1.000 {7, 35}

23
q*23=(2, 0, 1, 5, 8, 1, 10, 0, 5, 3, 3, 11, 1, 1, 0, 1, 3, 7, 1, 2, 0, 
2, 1, 0, 4, 6, 6, 0, 5, 2, 10, 13, 12, 6, 30, 6, 13, 4)

0.450 513 1.000 {32, 35, 37}

24
q*24=(2, 2, 1, 6, 0, 1, 13, 0, 4, 0, 2, 9, 0, 2, 2, 1, 4, 13, 1, 11, 0, 
5, 3, 4, 4, 0, 5, 0, 4, 0, 5, 17, 4, 5, 23, 8, 15, 9)

0.013 551 1.000
{7, 18, 20, 32, 

35, 37}
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Based on these observations, we can conclude that the 
solutions presented in Fig. 2 are feasible. Similar thoughts 
are true for the rest of 22 selected solutions.

6. Discussion of the results of solving the TPGA using the 
automated method

In the given experiment, 24 solutions to the TPGA 
obtained by using the memetic algorithm that satisfy the 
imposed requirements were selected automatically. Selection 
of these solutions was done by:

– automatic calculation of each modified signal’s com-
patibility with the imposed restrictions and comparing it 
to the compatibility threshold αcomp=0.5. Solutions were 
selected whose compatibility exceeded 0.5;

– automatic calculation of each modified signal’s cumu-
lative value of (1) and comparing this value to the product 
of the distortion threshold and the maximum possible cu-
mulative value of (1) for the given task Kdist∙Cmax=553.8. 
Solutions were selected whose cumulative value of (1) was 
less than 553.8;

– automatic detection of each modified signal’s outliers 
using MTTT and comparing the set of outliers with the set 
OUT(q)={5, 29}. Solutions were selected whose sets did not 
intersect.

Calculations of modified signals’ characteristics from the 
first two items of the list are performed inside the memetic 
algorithm when calculating their fitness values. Therefore, the 
main influence on the improvement in group anonymization 
efficiency is exerted by the automation of outlier detection 
using MTTT. Moreover, in the given experiment, only 24 out 
of 1,000 solutions turned out to be feasible, which constitutes 
only 2.4 % of the total number thereof. Visual analysis of such 
a number of solutions in order to select a small share of them 
is time- and resource-consuming. Therefore, applying the 
automated method for selecting TPGA solutions, compared 
to visual analysis of each and every signal, enables us to sig-
nificantly reduce the total time for anonymization.

At the same time, in the proposed approach, an open 
question remains as to the influence of the parameter α in 
MTTT on the number and quality of the TPGA solutions. In 
fact, this parameter is, aside from compatibility, sensitivity, 
and distortion thresholds, an additional TPGA parameter. 
However, unlike the rest of the parameters, to correctly in-
terpret it for the specialist in data anonymization, additional 
explanations and training are needed.

Additional research is needed for developing the instruc-
tions for selecting parameter α in MTTT. For this, the influ-
ence of selecting its value on the number of detected outliers 
in the initial and modified signals needs to be researched. A 
special attention needs to be paid to the possibility of arti-
ficial boosting of anonymization performance by hand-pick-
ing values of α, for which there will be no outliers in the 
modified signal in the first place.

7. Conclusions

1. It is established that existent methods of providing 
group anonymity are time-consuming, because they require 
visual analysis of solutions being obtained by the expert.

2. A modification of the method for solving the TPGA 
is proposed, which lies in automating outlier detection in 
the initial and modified quantity signals, and checking the 
outlier masking criterion. This modification enables us to 
improve data anonymization efficiency, which is reached by 
automating the process of outlier detection in the modified 
signals and by automatic selection of feasible solutions to 
the task.

3. Practical application of the method is demonstrated 
by solving the real data based task of masking the regional 
distribution of military personnel in the state of New York. 
It is established that only 24 out of 1,000 candidate solu-
tions satisfy requirements of masking all the outliers. Visual 
analysis of these solutions requires much effort and time, 
which makes automation of the solution evaluation process 
cost-effective.
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