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1. Introduction

Intensive progress in the automation of in-process mea-
surements and the corresponding measuring means and 
systems determines stricter requirements to the efficiency 
of their operation. Accuracy is one of the efficiency-relat-
ed indicators of functioning of the automated in-process 
measurement systems. Accuracy can be achieved, first, by 
improving proper technical means and, second, by improve-
ment of measurement methods, computational algorithms 
and other procedures. The latter allows the desired accuracy 

to be ensured in less costly but not less effective ways. In 
particular, it concerns determination and normalization of 
measurement errors including those appearing in an auto-
mated goniometric system with elements of artificial intelli-
gence proposed in [1].

Method-related, instrumental and human errors are the 
sources of measurement errors of all measurement means and 
systems including so-called intelligent measurement sys-
tems (IMS) and the proposed automated goniometric sys-
tem with elements of artificial intelligence [2] among them. 
These errors manifest themselves in the measurement results 
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похибки вимірювання гоніометричної сис-
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ня випадкової складової похибки вимірю-
вання, яка дозволить обґрунтовано визна-
чати необхідну та достатню кількість 
повторів вимірювань для досягнення зада-
ної точності. Використання даної мето-
дики дозволяє зменшити трудомісткість 
і тривалість проведення експерименту 
та забезпечує досягнення заданої точнос-
ті вимірювання. Запропоновано страте-
гію реалізації методики, яка складається з 
чотирьох основних етапів
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as systematic and random components of the measurement 
errors [3]. Variation of these errors in time is a nonstationary 
random process. Normalization of such errors can be real-
ized by using the probability theory and the mathematical 
statistics based on the results of multiple measurements. The 
procedure for processing results of multiple measurements is 
known as one possessing a long-standing practice of appli-
cation, well-grounded and maximally formalized. However, 
the main problem of conducting multiple measurements is 
the number of measurements proper. In normalization of 
the measurement error, in particular its random component 
based on the results of multiple measurements, two errors 
appear: the first one is insufficient number of measurements 
that prevents achievement of high accuracy and the second 
one is excess of measurements which leads to a rise in the 
costs of measurement and lengthening of its conduction 
which is unacceptable for economic reasons (Fig. 1).

Fig. 1. Dependence of the number of measurements, accuracy 
and the experiment cost

Obviously, it is necessary to know clearly how to de-
termine the required number of measurements which will 
ensure desired accuracy and consistency of the measurement 
results while the time that will be spent can be considered 
optimal from an economic point of view. Such necessary and 
sufficient number of measurements can be considered opti-
mal from this point of view.

In view of the above, it is relevant to formulate a proce-
dure for determining optimal number of measurements in 
normalization of random components of the measurement 
errors which will enable to:

– determine the necessary number of multiple measure-
ments that will be sufficient to achieve the desired accuracy;

– follow the economic and management principles: ra-
tionality and economic expediency at which the expected 
effect of the improved accuracy will be greater than the cost 
of carrying out measurements;

– find some compromise between the accuracy grade-up, 
the measurement costs and the measurement time.

2. Literature review and problem statement

In well-known metrological works [4–10], the issue of 
determining quantity of measurements when evaluating 
the random error component is reduced to one corollary: 
the greater the number of measurements, the higher ac-
curacy. For example, papers [4, 5] based on analysis of the 
methods for recording random and systematic errors in 
estimation of accuracy and metrological reliability of mea-
suring devices using the results of multiple observations 

hold that higher accuracy and metrological reliability will 
be ensured by multiple measurements. However, they do 
not specify the number of measurements to be performed 
and how this number can be determined. Estimation of 
random components of the measurement errors occurring 
in goniometric systems was made in [6, 7] on the basis of 
multiple measurements. The issue of determining the num-
ber of measurements sufficient to achieve desired accuracy 
was not solved. Repeated measurements were performed 
with various numbers of observations in works [8, 9] 
studying goniometric systems used in the medical practice. 
As a result of the studies, it was claimed that the random 
error degree will decrease with the increase in the number 
of clinical studies and the rise of experimenter’s skill level 
[10]. The issue of substantiation of the number of measure-
ments remained unsolved.

Answers to the question how to determine the sample 
size when processing results of multiple observations can 
be found in the problems of mathematical statistics and 
economic-mathematical planning. For example, methods of 
mathematical statistics in clinical laboratory studies were 
used in [11] to determine necessary number of patients for 
diagnostic researches, confirming therapeutic effects of 
drugs and epidemiological studies, etc., The same methods 
have also been used in [12] as the basis for determining 
necessary number of experts for expertise of investment 
projects. It is obvious that after its corresponding adaptation 
and refinement, the mentioned practice can be used as a basis 
for solving metrological problems related to evaluation and 
normalization of random components of the measurement 
errors in complex information-measuring systems (IMS) 
with elements of artificial intelligence [1].

Thus, the necessity of this study is brought about by 
the lack of clear instructions and methods for determining 
necessary and sufficient number of multiple measurements 
to achieve desired accuracy in normalization of random com-
ponents of the errors occurring in intellectual IMS, compli-
ance with the abovementioned principles of rationality and 
economic feasibility as well as establishing a compromise 
between the achieved accuracy and the measurement time 
and costs.

3. The aim and objectives of the study

The study objective was to define features of the proce-
dure for estimation and normalization of the random compo-
nents of the measurement errors occurring in a goniometric 
system and formulate a general procedure for determining 
optimal number of measurements (i. e. necessary and suffi-
cient quantity of measurements to ensure desired accuracy 
and reliability of the measurement results).

To achieve this goal, the following tasks were solved:
– determine stages and sequence of calculation of the 

necessary and sufficient number of measurements for es-
timation and normalization of random components of the 
goniometric system measurement errors;

– determine and substantiate necessary and sufficient 
number of multiple measurements that can be considered 
optimal in the accepted concept to estimate and normalize 
random components of the goniometric system measurement 
errors with a specified accuracy and reliability of the mea-
surement results using mathematical statistics, the probabil-
ity theory and mathematical analysis.
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4. The materials and procedure used in determining 
optimal number of measurements

The proposed information-measuring system (IMS) is 
a complex intellectual measuring system organized as a set 
of various technical means with heterogeneous properties  
(Fig. 2). The IMS was developed on the basis of the gonio-
metrical system, the first commercial instrument developed 
by Arsenal PA (Kyiv, Ukraine) in cooperation with the In-
strumentation Department at Sikorsky Kyiv Polytechnical 
Institute (KPI). A distinctive feature of the IMS proposed 
by the authors (Fig. 2) is the application of an artificial neu-
ral network (ANN) as the basic element [1].

The structure of IMS with ANN can be represent-
ed as a certain multilevel set of various technical means 
with heterogeneous properties. The lower level of the IMS  
(level 0) is the level of formation of the input measurement 
signal ain. This level is organized in a form of a precision 
angle measurement (PAM) subsystem with a high-precision 
laser goniometer as the basic element. The next level 1 is 
designed for pre-processing of the input analog signal A

ina  
coming from the PAM and converting it into a digital signal  

.D
ina  This level is represented by a subsystem of signal prepar-

ing (SSP). Processing of the digital signal D
ina  from the SSP 

and its representation in a form convenient for visualization 
followed by on-line computer processing is carried out at the 
level 2 with the help of a subsystem of signal processing and 
displaying (SSPD) with ANN.

In automated mode, the IMS with ANN enables contact-
less high-precision measurements of plane angles and pyra-

midality of prisms, refractive index of optical compositions 
with online processing of the measurement data. Besides 
that, the IMS with ANN can be used in flexible manufac-
turing systems when streamlining production environment 
for automated determination of angular positions of the 
manufactured objects in machine building and instrument 
engineering.

On the basis of the studies in [1], we can assert that all 
types of errors which are defined by the generally accepted 
classification are inherent to the IMS with ANN. In partic-
ular, the measurement error has systematic and random com-
ponents. Their change in time is a non-stationary random 
process. Random errors feature impossibility of their exclu-
sion from the measurement results by introducing appropri-
ate corrections. However random errors can be significantly 
reduced by increasing number of observations.

Therefore, estimation and reduction of the measurement 
errors, in particular their random components occurring in 
the IMS with ANN can only be accomplished by increas-
ing number of measurement repetitions with verification 
of accuracy of the obtained experimental data. Obviously, 
along with improvement of accuracy, increase in the num-
ber of experimental studies leads to a growth of labor and 
time expenditures. In most cases, the latter is an essential 
component of the total cost of designing, manufacture and 
operation of automated measurement systems and means. 
Therefore, in estimation and normalization of the random 
errors occurring in the IMS with ANN it is necessary to sub-

stantiate determination of the necessary number 
of measurement repetitions. This task is of special 
importance for long-term and high-value studies.

An appropriate general procedure should be 
based on determination of the optimum (neces-
sary and sufficient) number of measurements to 
achieve the specified high accuracy and reliabili-
ty of the measurement results taking into account 
time and cost expenditures (Fig. 1). In this case, 
a multicriteria problem arises. The main property 
of multicriteria problems is the set of possible 
solutions characterized by a corresponding target 
function F which must express quantitative rela-
tionship between the desired result and the costs 
to achieve it [14]. In this case, the problem is to 
determine the optimal number of measurements 
K at which it is possible to achieve the highest 
accuracy e→max and consistency of the results 
a→max. The economic costs E depending on the 
measurement tine T can be considered the small-
est ( ( )) minE f T f K= = →  in the context of the 
problem being solved. The formal statement of 
the problem can be represented as follows:

where K is the number of measurements optimal 
in the accepted sense; n is sample size; X  is 
arithmetic mean of the measurement results; iX  

is result of multiple measurements; ε is accuracy of the mea-
surement results; α is consistency; E is measurement costs; 

Fig. 2. Block diagram of IMS with ANN: object of measurement (1), 
sample stage (2), rotary staging device (3), ring laser (4), rotary activator 

(5), autocollimator (6)
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T is the measurement time at which the highest accuracy 
e→max and consistency of the results a→max are achieved 
at time expenditures t→min:

max;

: max;

min.

E

t

e →
a →
 →

      (2)

The above indicates multi-staging of the mentioned 
process and requires formulation of a common procedure 
the strategy of which can be implemented in the following 
sequence:

I. The experiment objective is formulated.
II. The studied IMS is analyzed and the error model is 

pre-formed.
ІІІ. An optimal number of experiment repetitions is 

determined with the use of approaches of mathematical sta-
tistics and the probability theory.

IV. An experiment is conducted and its re-
sults are processed, evaluated and interpreted.

The above enables formulation of a multi-
stage optimization procedure of planning the 
experiment for estimating random component 
of the measurement error occurred in the IMS 
with ANN.

Stage I: formulation of the experiment ob-
jective. At this stage, the objective of conduct-
ing experiment is formulated as one consisting 
in conduction of multiple measurements for 
evaluation and normalization of the random 
component of the measurement error.

Stage II: analysis of the studied IMS and 
formation of a preliminary measurement error 
model. At this stage, analysis of the studied 
IMS is made with a preliminary formation of 
the model of the measurement error.

Stage III: definition of the optimal number 
of multiple measurements. At this stage, the 
necessary and sufficient number of repetitions 
of experiments (measurements) is calculated. 
Methods of mathematical statistics and the 
probability theory are used to ensure high 
accuracy and reliability of the obtained results 
with minimal resource costs.

Stage ІV: carrying out repeated measure-
ments and processing of experimental data. 
At this stage, the experiment is conducted, 
root-mean-square deviation is found, presence 
of gross errors in the measurement result is 
checked and interpretation of the results and 
correction of the error model are performed if 
necessary.

The generalized sequence of solving prob-
lems using the proposed procedure is presented 
in Fig. 3.

At each stage of the proposed procedure, 
a number of tasks are expected to be solved. 
In this case, the results obtained at each of 
the preceding stages are the source data for 
the next stage. Thus, at the Stage 1 of the pro-
posed methodology, the task is formulated and 
the objective of multiple measurements is set 
forth. The task consists in determining optimal  

(i. e. necessary and sufficient) number of measuring repe- 
titions to achieve maximum precision at the specified reli-
ability and as a consequence, minimization of costs by short-
ening the measurement time.

At Stage II, analysis of the operation principle of the 
studied IMS and the preliminary formation of the measure-
ment error model are made.

Task II.1. Analysis of the operating principle of the mea-
surement system. Simplified representation of the measure-
ment principle of the IMS with ANN is as follows. The 
measured object 1 (Fig. 1), for example, a prism taken to 
measure its angles is mounted on a sample stage 2 rotating 
at a constant speed with the help of the rotary device 3. 
During rotation of the sample stage 2 with prism 1, electrical 
impulses from each of its faces are formed at the output of 
the autocollimator 6, calculated by the counters in the SSP 
and transmitted to the computer of the SSPD of the IMS 
with ANN.

Fig. 3. Procedure for determining optimal number of measurements to 
estimate random component of the error
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In one full revolution of the rotary device 3, a set of num-
bers are obtained:

N={Ni, | 1,ni = };    

1

2 ( )d ,
i
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t

N N f t t
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−= + ∫      (3)

where і is the ordinal number of the digit corresponding to 
the ordinal number of the prism face; n is the number of the 
prism faces; ti is the time of arrival of the autocollimator im-
pulses from the i-th prism face, 1 2 3 1, , ,..., nt t t t +  is the time of 
arrival of the autocollimator impulses from the 1st, 2nd, 3rd, 
n+1 prism face respectively; Goutf  is frequency of the signal 

A
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The value of the measured i-th angle iφ  is computed by 

the formula:
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1 0iN − =  at 1,i =      (4)

where i is ordinal number of the measured angle.
Task II.2. Preliminary formation of a measurement error 

model. Similar to [8], the model of the measurement error of 
the IMS with ANN can be anticipatorily represented by the 
expression:

where 1,t  ,tφ  2t π  are the moments of the measurement 
start, rotation by the measured angle j and angle 2π, re-
spectively, fixed by the autocollimator; ( )K t  is the scale 
factor of the laser goniometer; LGω  is angular speed of 
rotation of the rotary device which influences the laser 
goniometer; ( )ta  is the angle between the axis of rotation 
of the rotary device and the goniometer sensitivity axis; 

( )1 ,K t−  ( )0f t  are nonlinearity and zero drift of the output 
characteristic of the goniometer, respectively; 1,qN  2qN  are 
noise and discreteness of quantization of the laser goniom-
eter signal; cal∆φ  is the error of calculations; φ  is actual 
value of the measured angle.

Obviously, estimation of the error ∆φ  by expression (5) 
is more generally a rather complicated mathematical task. 
Therefore, when solving practical problems, one can use the 
expression:

0,∆φ = φ − φ       (6)

where φ  is the measured angle value determined by expres-
sion (4), 0φ  is the true value of the angle.

It should be noted that it is practically impossible to de-
termine the true value of the angle. Therefore, instead of the 
true the value actual value is used in practice. It is so close 
to the true value that it is used instead of it for particular 
purposes.

At the Stage III, determination of the necessary and suf-
ficient number of repetitions of experiments (measurements) 
or the so-called sample size using the methods of mathemat-
ical statistics and the probability theory is made.

Task III.1. Determination of the necessary and sufficient 
quantity (K) of the experiment (measurement) repetitions

As it often takes place in practice when studying errors, 
an interval of possible values is taken with an assumption 
that any value within this interval is equally probable, that 
is, the random quantity is distributed evenly within the 
accepted interval. This statement does not meet current 
requirements as to the study of accuracy of the measure-
ment made by the IMS with ANN since it was adopted to 
simplify and facilitate theoretical studies. Obviously, ac-
curacy in estimating errors of the IMS with ANN depends 
primarily on the number of tests, i.e. the sample size (K) [15, 
16]. However, the too large statistical sample size K leads 
to an unjustified increment in the measurement costs and 
increase in the time of its conduction which is unacceptable 
for economic reasons. In its turn, the sample size K depends 
on the interrelation between the volumes of the universal set 
of the studied quantity and the sample on the one hand and 
the accuracy ε and reliability α with which it is necessary to 
make probabilistic analysis of magnitude of the random mea-
surement error component occurring in the IMS with ANN 
on the other hand. In machine building and instrument en-
gineering practice, reliability α is usually taken at a level of 
0.95 or 0.99 [15, 16].

The sample size K at various correlations of sizes of the 
universal set and the sample itself including the case of anal-
ysis of the measurement errors in the IMS with ANN by the 
simulation method can be determined with the help of the 

calculation formulas found in literature [15, 
16]. In particular, the sample size can be 
obtained by the following formula [15, 16]:

2 2

2 ,
t

K
⋅σ

=
e

   (7)

where t is argument of the Laplace function which is found in 
reference tables [10] depending on reliability 2 ( );ta = Φ  σ is 
RMS deviation of a small (not more than ten values) sample; 
ε is accuracy of the statistical sample. 

According to the aforesaid, a necessary and sufficient 
number of measurements required to determine random 
component of the measurement error occurred in the IMS 
with ANN is determined by the following sequence of 
steps.

Step 1. A relatively small number (n) of measurements 
is carried out. The size of a small sample should not exceed  
10 values.

Fig. 4 gives an example of graphical representation of 
distribution of random quantities of a comparatively small 
sample at n=10 when measuring plane angles of a 24-faceted 
prism with the help of the IMS with ANN.

Step 2. Check of the law of distribution of random quan-
tities of a relatively small sample and parameters of the dis-
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tribution law: mathematical expectation m and root-mean-
square deviation σ of the random quantity (error).

Fig. 4. Graphical representation of distribution of random 
quantities of a relatively small sample size n=10 in measuring 

flat angles of the 24-faceted prism with the help of the IMS 
with ANN 

Since the components of the measurement errors occur-
ring in the IMS with ANN are random quantities, it is im-
possible to predict the distribution law in advance. However, 
many scientists and researchers believe that the errors are 
subject to the normal distribution law [15, 16] for which a 
function of the probability distribution density takes the form:

( )
( )2

221
,

2

x

xf x e
−m

−
σ=

σ π
    (8)

where µ is mathematical expectation of a random quantity 
(error); σ is the root-mean-square deviation of the random 
quantity (error).

Step 3. According to the reference tables [15], the La-
place function argument t is found depending on reliability. 
Moreover, in accordance with the recommendations given in 
the literature [15], reliability a can be taken equal to 0.95.

Step 4. Accuracy of the statistical sample ε is set.
Step 5. The necessary and sufficient number of measure-

ments is calculated by expression (7).
Multiple measurements and processing of experimental 

data are performed at Stage IV.
Task IV.1. Conduction of multiple measurements and 

defining random errors
Multiple measurements (in this case, K=37) are carried 

out. The quantity K was determined at Stage III of the pro-
posed procedure which makes it possible to form a statistical 
sample as to the measurement error occurred in the IMS 
with ANN. It is obvious that the results obtained at each 
measurement repetition will differ from the true value by the 
error magnitude. For convenience of perceiving the results ob-
tained and their subsequent use and analysis in estimation of 
the random component of the measurement error, a graphical 
representation of distribution of the random quantities of the 
resulting sample having size K=37 is presented in Fig. 5.

Fig. 5. Graphical representation of distribution of random 
quantities at multiple (K=37) measurement of flat angles of a 

24-faceted prism with the help of the IMS with ANN 

The total error is calculated by expression (6) as the 
difference between the measured and the true values. Taking 
into account that it is practically impossible to determine 
the true value, the actual value is used instead of it. It is 
calculated as arithmetical mean of the results obtained in 
multiple measurements. Let us take for an example the value 
obtained in measuring flat angles of a 24-faceted prism using 
the IMS with ANN: 

1 ,

K

k
k

са

X
X

K
=φ = =

∑
     (9)

where саφ  is the actual value of the angle; X  is arithmetical 
mean of the results of multiple measurements; kX  is the k-th 
result of multiple measurements; K is the sample size (num-
ber of measurements), K=37.

Further probabilistic analysis of the resulting sample is 
made when solving the next task.

Task IV.2. Defining parameters of the law of distribution 
of random quantities (mathematical expectation m and root-
mean-square deviation σ of a random quantity (error))

In order to determine error of the measurement made 
with the help of IMS with ANN, statistical studies were car-
ried out and parameters of the law of probability distribution 
(mathematical expectation and root-mean-square deviation) 
determined using the obtained sample.

The task is solved in the following sequence of steps.
Step 1. Statistical studies consist in a statistical analysis 

of the sample by determining maximum and minimum val-
ues of the measured angle taking into account errors.

Step 2. Determination of parameters of the distribution 
laws:

– the mathematical expectation μ is the true value of 
the measured angle and can be determined for the number 
of measurements K®¥, therefore, an assumption is made 
that X»μ.

– the root-mean-square deviation σ of a random quantity 
from the actual value of the measured angle:

2

1 ,
1

K

k
k

K
=

∆
σ =

−

∑
       (10)

where k∆  is the random deviation of the k-th result kX  of 
multiple measurements from the arithmetic mean X , 

;k kX X∆ = −  

K is the number of measurements (sample size), K=37.
– root-mean-square deviation σса of the actual value 

of the measured angle from the true value, that is, the 
arithmetical mean deviation from the mathematical ex-
pectation:

,са
K

σ
σ =



      (11)

where K is the number of measurements (sample size), K=37.
Task IV.2. Definition and elimination of gross errors. 

Gross errors or blunders significantly exceed the error ex-
pected in the given conditions and distort the measurement 
result and therefore must be excluded from the sample. Gross 
errors may arise from the experimenter’s mistakes, sudden 
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and unexpected changes in the measurement conditions and 
so on. 

To determine and then exclude gross errors, mathemati-
cal methods are used in the following sequence of steps.

Step 1. Confidence interval 
kX∆  of the results obtained 

in multiple measurements Xk is calculated:

,
kX LX K∆ = ± ⋅σ     (12)

where X  is the arithmetical mean of the results obtaiued in 
multiple measurements calculated by expression (9); LK  is 
the value of Laplace function

{ }
2

2

0

2
,

2

LK y
dy

LP t K e
−

< = ⋅
π ∫

which is found from the reference tables depending on reli-
ability a which according to the recommendations given in 
the literature [8] can be taken equal to 0.95.

Step 2. Cheching for the presence of questionable values 
,kX ¢  that do not enter the confidence interval ,

kX∆  calculat-
ed by expression (12) in the set of the results Xk obtained in 
multiple measurements.

Step 3. Checking for presence of a gross error in ques-
tionable values ,kX ¢. In absence of a gross error in the ques-
tionable value ,kX ¢  the following condition is fulfilled:

,k GX X− < ∆¢

,G GK∆ = ⋅σ       (13)

where KG is the coefficient for defining limits of gross errors 
ΔG. KG is found from tables depending on reliability a and 
the sample size K; σ is the root-mean-square deviation of the 
random quantity from the actual value of the measured angle 
determined by expression (10).

The values ,kX ¢ for which condition (13) is not met con-
tain a gross error and are deleted from the sample. Further, 
actual value of the measured angle as well as σ and σса are 
refined by expressions (9)–(11), respectively.

Task IV.2. Presentation of the measurement result and 
normalization of the maximum permissible error 

This task is solved in the following sequence of steps.
Step 1. Calculation of the confidence interval са∆  of the 

actual value of the measured angle:

,са са саK∆ = ± ⋅σ     (14)

where саK  is the Student’s coefficient

{ }
0

2 ( , )d ,
St

SP t t f t n t< = ∫  

which is found in reference tables depending on reliability a 
and sample size K.

σса is the root-mean-square deviation of the actual value 
of the measured angle from its true value determined by the 
expression (11).

Step 2. The result of measurement with the normalized 
value of the maximum permissible random error is repre-
sented as:

са( );А Xφ = = ± ∆  a=0.95,    (15)

where X  is the arithmetical mean of the results of multiple 
measurements or the actual value of the measured angle de-
termined by expression (9); са∆  is the confidence interval 
determined by expression (14); α is the reliability at which 
probabilistic analysis of the magnitude of the random compo-
nent of the measurement error was made. According to the rec-
ommendations of literary sources [10, 11] for machine building 
and instrument engineering, reliability is taken equal to 0.95.

5. The resulting stages of the procedure for determining 
optimal number of measurements

The results obtained in measuring one of the angles of a 
24-faceted prism at the third tage of the proposed procedure 
are given in Table 1. For the given example, the necessary 
and sufficient number of measurements is 37. Such number 
of measurements makes it possible to assess the random com-
ponent of the error occurring in measuring plane angle of a 
24-faceted prism with the help of the IMS with ANN at an 
accuracy of 0.01² and reliability of 0.95.

Таble 1

Results of determination of the necessary and sufficient 
number of measurements for estimation of the random 

component of the error occurred in measurement of a plane 
angle of a 24-faceted prism using the IMS with ANN

Order 
number

Measured angle values, φi Δі=φса–φi
2
i∆

 

Degrees Minutes Seconds Seconds Seconds

1 164 59 59.66 0.091 0.0081

2 164 59 59.75 0.001 0

3 164 59 59.84 –0.089 0.0081

4 164 59 59.74 0.011 0.0001

5 164 59 59,84 –0.089 0.0081

6 164 59 59.67 0.081 0,0064

7 164 59 59.73 0.021 0.0004

8 164 59 59.61 0.141 0.0196

9 164 59 59.86 –0,109 0.0121

10 164 59 59.81 –0.059 0.0036

Arithmetical mean  
(actual angle value) φса

59.751 S=0 S=0.086

RMS deviation of the measured 
values of the plane angle from 

arithmetical mean  
(actual angle value) σ

0.098

RMS deviation of the actual angle 
value from the true value (of the 

mathematical expectation) 
0.031

Reliability a [15] 0.95
Argument of Laplace 
function t [15, p. 13, 

Table 3]
1.97

Accuracy of the statistical 
sample ε 0.01

Necessary number 
of experiments by 

expression (8)
37

The results of multiple measurement with the help of the 
IMS with ANN of one of the angles of a 24-faceted prism 
with the necessary and sufficient quantity of measurements 
K=37 determined according to the proposed procedure are 
presented in Table 2.

2

1 n (1;10)
1

n

i
i

n
=

∆
σ = =

−

∑


(1;10)ca n
n

σσ = =



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Table 2

Results of multiple measurements of the plane angle values of a 24-faceted prism with the help of the IMS with ANN for  
the specified number of experiments K=37

Order number
Measured angle values, φk Δk=φса–φk

2
k∆

 

Degrees Minutes Seconds Seconds Seconds

1 164 59 59.66 –0.2557 0.06538

2 164 59 59.75 –0.3457 0.11951

3 164 59 59.84 –0.4357 0.18983

4 164 59 59.74 –0.3357 0.11269

5 164 59 59.84 –0.4357 0.18983

6 164 59 59.67 –0.2657 0.0706

7 164 59 59.73 –0.3257 0.10608

8 164 59 59.61 –0.2057 0.04231

9 164 59 59.86 –0.4557 0.20766

10 164 59 59.81 –0.4057 0.16459

11 164 59 59.28 0.1243 0.01545

12 164 59 59.08 0.3243 0.10517

13 164 59 59.11 0.2943 0.08661

14 164 59 59.16 0.2443 0.05968

15 164 59 59.18 0.2243 0.05031

16 164 59 59.11 0.2943 0.08661

17 164 59 59.37 0.0343 0.00118

18 164 59 59.33 0.0743 0.00552

19 164 59 59.37 0.0343 0.00118

20 164 59 59.37 0.0343 0.00118

21 164 59 59.42 –0.0157 0.00025

22 164 59 59.43 –0.0257 0.00066

23 164 59 59.36 0.0443 0.00196

24 164 59 59.35 0.0543 0.00295

25 164 59 5934 0.0643 0.00413

26 164 59 59.27 0.1343 0.01804

27 164 59 59.36 0.0443 0.00196

28 164 59 59.05 0.3543 0.12553

29 164 59 59.18 0.2243 0.05031

30 164 59 59.18 0.2243 0.05031

31 164 59 59.43 –0.0257 0.00066

32 164 59 59.23 0.1743 0.03038

33 164 59 59.28 0.1243 0.01545

34 164 59 59.36 0.0443 0.00196

35 164 59 59.32 0.0843 0.00711

36 164 59 59.18 0.2243 0.05031

37 164 59 59.35 0.0543 0.00295

Arithmetical mean (actual angle value) φса 59.404 S=0 S=2.046

RMS deviation of the measured values of the plane angle from 

arithmetical mean (actual angle value) σ
0.238

Confidence interval 
kφ∆  of random results of multiple  

measurements of the angle values φk

 where KL – value of Laplace 
function, KL=2.0

( )0.476LK = ±± ⋅σ

RMS deviation of the actual angle from the true value  
(mathematical expectation)

0.039

Confidence interval са∆  of the measurement result  where Kca – Students’s coeffi-
cient, Kca=2.02 

=(±0.07878)

Reliability a [15] 0.95
Measurement result 164° 59¢ 59.40²±0.08²

Accuracy of the statistical sample ε 0.01

2

1 K (1; 37)
1

K

i
i

K
=

∆
σ = =

−

∑


,
k ca LKφ∆ = φ ± ⋅σ

(1; 37)ca K
K

σσ = =




,ca ca caK∆ = ± ⋅σ

59.8803
rφ =∆

58.9283
nφ =∆

ca caK± ⋅σ
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6. Discussion of the results obtained in measuring values 
of a plane angle of a 24-faceted prism with the help of the 

IMS with ANN using the proposed procedure

Estimation of the random component of the error oc-
curring in measurement of a flat angle of a 24-faceted prism 
with the help of the IMS with ANN was made on the basis of 
multiple measurements. The number of measurements K was 
pre-determined according to the proposed procedure and 
amounted to 37 measurements. The result was as follows: 
φ=164° 59¢ (59.40±0.08)² at a specified accuracy of the sta-
tistical sample of 0,01² and reliability of 0,95. The measure-
ment time for K=37 was approximately 6 hours.

To estimate effectiveness of the proposed procedure, the 
results of a similar study in [7] can be used. As indicated in 
[7], measurement of the plane angle of the 24-faceted prism 
was carried out in 50 repetitions for 8 hours. For the num-
ber of measurement repetitions N=50, accuracy was around 
0.014².

Obviously, the number K 37 of measurements of a plane 
angle of the 24-faceted prism determined by the proposed 
procedure was approximately 1.4 times less compared with 
the number of measurements N=50 carried out in a similar 
work [7] while accuracy remained approximately the same 
(0.01² for K=37 and 0.014² for N=50).

Reduction of the measurement repetition number can 
give approximately 1.3 times shorter total measurement 
time with no loss of accuracy and, accordingly, reduce the 
measurement costs, say at the expense of energy savings, etc.

However, the main assumption when applying the pro-
posed procedure should be that random errors are subject to 
the normal law of distribution of random quantities. Indeed, 
the results of multiple measurements are mostly reduced to 

the normal distribution law although there are other laws, 
such as gamma distribution, Weibull distribution, etc. which 
may occur in practice but are not considered in the proposed 
procedure. The study of the effect of these laws on accuracy 
in estimation of the random component of the measurement 
error can be used in searching for lines and prospects of 
further studies.

7. Conclusions

1. A procedure for determining number of measurements 
in normalization of random components of the measurement 
errors has been developed. It enables calculation of the neces-
sary number of measurements that will be sufficient to ensure 
desired accuracy and reliability of the measurement results.

2. Operationability of the proposed procedure was ex-
perimentally confirmed. In particular, when the results, that 
is the calculated number of measurements according to the 
proposed procedure, were compared with those obtained 
in the known work [7], it has been found out that the same 
accuracy of the measurement results can be ensured by a 
smaller number of measurements. This reduces the measure-
ment costs. For example, the measurement time was reduced 
by approximately 1.3 times without loss of accuracy.

It was established that the effect of improving accuracy 
through application of the proposed procedure will be great-
er than the measurement expenses. For example, comparison 
of the results of experimental studies with a similar work 
[7] indicates the possibility of reaching high accuracy of 
0.01² and reliability of 0.95 in a relatively shorter time (the 
measurement time was reduced by about 2 hours which is  
1.3 times less than in the similar work).
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 V. Shkarupylo, S. Skrupsky, A. Oliinyk, T. Kolpakova, 2017

1. Introduction

Nowadays the current state of global networking is on 
a verge of its drastic refinement. The questions of networks 
management convenience, control, monitoring, reconfigur-
ing and scaling are topical here. The answer can be in mod-
ern approaches and concepts usage. Possible solution can be 
found in Software Defined Networking (SDN) principles 
following. There are some of them: differentiation between 
control and data planes, lightweight switches utilization, 
“controller” concept adoption – to coordinate switches in a 
centralized manner [1].

The SDN abbreviation will also be associated with Soft-
ware Defined Network itself.

One of the main goals of SDN technology adoption is to 
foster the existing opportunities to effectively utilize avail-
able network resources in order to operatively meet the ad-

hoc requirements of certain business-process (processes). To 
do that properly, the significant work yet has to be done. A 
plethora of different approaches and techniques have already 
been proposed to date though, e. g., to divert important traf-
fic on a backup path to prevent packets loss and reduce jitter 
[2]. Appropriate solutions can be generalized as follows: it 
can be painful to get on with, the majority of solutions are 
aimed at emulation. This is not always acceptable in terms of 
corresponding time costs.

The development and deployment of systems on a basis of 
SDN principles is a non-trivial task, because of technology 
novelty and complexity. The validation of resulting solutions 
can be conducted by way of simulation or by way of testing. 
The simulation herein is a significantly less resource-inten-
sive process, especially in the context of iterative develop-
ment [3]. That’s why the creation of an approach to such 
systems simulation is a topical task.
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Запропоновано стратифікований підхід до 
імітаційного моделювання програмно-конфі-
гурованих мереж. Запропоновано імітаційні 
моделі мережі, активних і пасивних компо-
нентів – контролера, комутатора, хоста та 
комунікаційних каналів. Придатність підхо-
ду до цільового використання підтверджено 
шляхом співставлення одержаних результа-
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Предложен стратифицированный подход к  
имитационному моделированию программно- 
конфигурируемых сетей. Предложены ими-
тационные модели сети, активных и пассив-
ных компонентов – контроллера, коммута-
тора, хоста и коммуникационных каналов. 
Пригодность подхода к целевому использо-
ванию подтверждена путем сопоставления 
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делирования с результатами эмулирования 
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