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1. Introduction

Most modern information systems of enterprise resource 
planning (ERP-systems) are based on software/hardware 

complexes, distributed in space, intended for the coordinat-
ed solution of various tasks [1]. When creating such infor-
mation systems (IS), similar to any project, there is always 
the risk of unsubstantiated resource consumption. A priori 
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показниками продуктивності системи

Ключові слова: розподілена інформаційна 
система, часовий профіль,послідовний вико-
навець, пропускна спроможність,час відгу-
ку системи

Исследуется проблема определения па- 
раметров производительности для распре-
деленных информационных систем, кото-
рые простроены на базе разнородных аппа-
ратных средств. Определена структура и 
разработано описание процесса функцио- 
нирования информационной системы, пред-
назначенной для распределенного выпол-
нения задач. Предложена методика оце- 
нивания производительности элементов 
распределенной информационной системы 
на основе построения временного профи-
ля. Осуществлено моделирование и показана 
связь между основными показателями про-
изводительности системы

Ключевые слова: распределенная инфор-
мационная система, последовательный 
исполнитель, временной профиль, пропуск-
ная способность, время отклика системы

UDC 681.5
DOI: 10.15587/1729-4061.2017.116019



Industry control systems

45

knowledge of IS efficiency indicators is essential to minimize 
the risks and shorten the projects’ payback periods. One of 
the significant indicators of efficiency of an information sys-
tem is productivity. Under condition of sufficiently accurate 
calculation of a would-be IS performance, it is possible to de-
termine the overall payback period of an investment project 
and the cost of production at an enterprise.

Regulatory documents define requirements for prelimi-
nary calculations of technical and economic feasibility of IS 
creation at the design stage. At the same time, the current 
practice of IS performance assessment is only indicative. 
Under such conditions, it is difficult, and sometimes impos-
sible, to make a decision regarding the expediency of funding 
a project of IS creation or improvement. The most rational 
approach to making an adequate decision regarding the fea-
sibility of funding a project is to obtain accurate estimations 
of performance of a would-be IS based on the application 
of prognostic models. Knowing the prediction of IS perfor-
mance, it is also possible to accurately determine economic 
indicators of a would-be IS.

These provisions are becoming even more relevant in 
the case of considering systems with distributed architec-
ture – distributed information systems (DIS). The constant 
growth in computational capabilities of hardware platforms 
and non-uniformity of upgrading computer equipment at an 
enterprise leads to the situation when the material basis for 
DIS today is made up of hardware with non-homogeneous 
capacity. Operation of these tools should be coordinated 
taking into account productivity and individual charac-
teristics of the software structure. In the case when mobile 
hardware platforms are employed, the existence of substan-
tial weight and dimension limitations necessitates designing 
software taking into consideration computational capabili-
ties of the equipment. 

In addition, the features of application of the specified 
DIS include:

– multi-level hierarchical nature of architecture; 
– lack of general centralized control over a computing 

process; 
– lack of coordinated time in a system; 
– existence of conflicts and shared resources.
Given this, it is a relevant problem to theoretically sub-

stantiate the processes of DIS operation and to estimate 
performance efficiency taking into consideration technical 
parameters of the constituent components. Another aspect is 
the need to consider the possibilities of DIS implementation 
on different hardware under conditions of limited hardware 
capabilities.

2. Literature review and problem statement

The vast majority of theories of construction of distrib-
uted information systems do not cover all the above features 
comprehensively. Existing theories of distributed computa-
tions were created primarily for the purpose of constructing 
a mathematical apparatus to specify the behavior of DIS 
elements and to study their equivalent transformations. 
In addition, the problem of determining DIS performance 
involves construction of such mathematical models, which 
would make it possible to vary the feature space while 
constructing prognostic factors. One of such approaches is 
based on the use of a calibration method [2]. However, the 
proposed model is difficult enough for scaling in the case of 

description of large systems, including hundreds and thou-
sands of nodes.

Traditional models for parallel systems imply a stable 
composition of computational space and are not applied for 
the description of distributed systems, which is why perfor-
mance of distributed applications is described, as a rule, at a 
qualitative level. Technologies of distributed computations 
[3], which are used for solving long-term problems involving 
heterogeneous computing resources of an enterprise, have 
appeared and have been developed recently. A specific fea-
ture of such DIS is a heterogeneous and dynamically-vari-
able structure of resources – computational nodes can be 
connected to the system and leave it at any time during op-
eration of the system. At the same time, although the model 
in [3] takes into consideration some features of mobile DIS, 
it does not make it possible to quantitatively estimate the 
overall performance of such a system.

Paper [4] proposed an approach to assessing productiv-
ity of distributed computing systems, which includes nodes 
of various capacities. In this case, the nodes participate in 
calculations in accordance with a specific schedule – the 
function that takes value 1 at the moments when a node is 
allocated for calculations, and 0 otherwise. Limitation of 
the model [4] is determined by the necessity of the a priori 
knowledge of the system’s schedule. In paper [5], for such 
systems with a “schedule”, authors propose a procedure for 
performance analysis, based on a comparison of the system’s 
operation to that of a reference hypothetic system. Variation 
of the reference system allows obtaining quantitative as-
sessment of various characteristics, which was implemented 
in practice in BNB-Grid system [6]. At the same time, the 
process of determining parameters of a reference system is 
performed at the discretion of researchers. In addition, such 
an approach does not make it possible to a priori, based on 
analytical calculations, calculate quantitative characteris-
tics of the system.

In article [7], it is proposed to estimate performance 
of DIS with a service-oriented architecture by taking into 
account a dependence of the throughput and volume of 
the buffers of the base telecommunications network on the 
probability of loss of requests in a system. Determining the 
parameters is carried out by modeling using the hierarchical 
colored Petri networks, although the proposed apparatus 
does not make it possible to perform an algorithmic analysis 
of the network operation.

The research in the area of the theory of distributed 
computations and parallel processes is the closest to theo-
retical solution of the problem of constructing a model of 
distributed process of DIS functioning. Thus, in paper [8], 
assessment algorithms are based on the estimation of time, 
required for solving the problem, which depends on a number 
of factors, such as the architecture of a system, environment 
of parallel computations, properties of the utilized software. 
At the same time, the authors point out the difficulties when 
it comes to comprehensive consideration of these factors. In 
article [9], the emphasis is on the assessment of properties of 
flows and the impact on the overall performance of a system. 
However, one can observe some difficulties taking into ac-
count the issues of flows’ synchronization, especially at the 
joint use of objects and variables, data distribution between 
flows, and coordination of computational load. Article [10] 
gives a comparative analysis of performance assessment 
technologies, which are used in the modern paradigms of dis-
tributed computing (Cloud Computing, Jungle Computing 
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and Fog Computing). It is noted that, although each of these 
paradigms has its own tools of performance assessment, 
they all are post-factor and require sufficient statistics of 
the system’s operation. In this case, the a priori performance 
assessment remains a challenge.

In addition, these studies do not take into consideration 
individual hardware features of the elements of a system, be-
havior in the operation process and internal communication 
capabilities of the elements of a system. 

Thus, still unsolved is the problem of comprehensive 
estimation of DIS productivity taking into account the 
features, which were indicated previously, of construction 
of a multilevel architecture, lack of centralization and co-
ordination of time, the existence of conflicts and shared 
resources.

3. The aim and objectives of the study

The aim of present research is to develop a procedure for 
assessing performance of elements of a distributed informa-
tion system, deployed on heterogeneous hardware, which 
would enable carrying out both algorithmic and quantitative 
analysis of operation processes.

To accomplish the set goal, it is necessary:
– to determine the structure and develop description of 

the operation process of an information system, designed for 
distributed execution of tasks; 

– to develop an approach to evaluation of the main kinds 
of DIS performance;

– to identify key performance indicators and the order of 
their computation; 

– to carry out DIS modeling according to key perfor-
mance indicators.

4. Structure and operation process of a distributed 
information system

The structure of a human-machine system, designed to 
perform distributed computations (distributed fulfillment 

of tasks) based on information interaction between the ele-
ments of a system can be shown in Fig. 1 [11].

The operation process of such DIS is determined by 
interaction of operation processes of program objects 
(agents) Аi, j, i=1…m, j=1…ni, which operate under the 
guidance of containers Ki, j, i=1…m, j=1…ni, with operators 
Oi, j, i=1…m, j=1…ni and logical environment of the plat-
form of existence Пi, j, i=1…m, j=1…ni in a certain physical 
environment of a distributed information system. Totality 
Пi, j, Oi, j, Аi, j, Ki, j, i=1…m, j=1…ni forms a serial actor Bi, j, 
i=1…m, j=1…ni. In turn, the totality of serial actors forms 
a distributed actor. 

Schematic concept of this interaction can be described as 
follows. Each operator Oi, j, i=1…m, j=1…ni performs a certain 
sequence of actions, determined by its operation schedule. In 
this case, it operates in the software environment, installed 
on its plaftorm Пi, j, i=1…m, j=1…ni (software of ERP-system, 
distributed applications, etc.). 

The sequence of actor’s operations is made up of separate 
steps si, j,k, k=1…Ki, j, j=1…ni, i=1…m, where Ki, j is the total 
number of steps of the j-th actor of the і-th level, that are 
registered by the logical environment of the platform and are 
visible for its agent Аi, j, i=1…m, j=1…ni. 

Based on the actions of the operator, the agent, belong-
ing to it, determines the logical sequence of its actions. 
A part of these actions involves contact and information 
transmission to other agents, and another part – to the 
operator. Addressing agents and an operator is accompa-
nied by transmission of messages of an appropriate type 
(Fig. 2).

Such an approach makes it possible to visualize the 
operation of a system in the form of the network graph, 
each step of which can be subsequently assessed in terms 
of its duration. Totality of time segments that correspond 
to specific steps with regard to downtime of elements 
will determine total duration of the system’s operation. 
The ratio of operation duration and total application 
time makes up the essence of the concept of system per-
formance. In this case, the arrows on the graph (Fig. 2) 
can be interpreted as the process of control transfer in 
the network.

 
Fig. 1. Structure of a distributed information system (distributed actor)
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5. Key performance parameters of a distributed 
information system

To provide the possibility for evaluation of algorithmic 
and quantitative aspects of DIS operation, we will 
use the approach [12, 13], where the basic perfor-
mance types can be obtained based of the time 
diagram of operation of a computer system. That 
is why the goal is to obtain the time diagram of the 
system’s operation. This diagram can be described 
using the time profile. 

Time profile of operation of distributed sys-
tem CS will be vector function

G(t)=(g1(t), g2(t),…, gn(t)), 	 (1)

where gi(t), i=1…n is the time profile of serial actor 
SEi∈CE.

Time profile of serial actor SEi will be defi-
nite function gi(t), determined on R, with the 
region of values – a set of tuples having the form 
of <p, s, q, ai>, where p∈P is the process, s∈S(p) 
is the step, q∈cx(s) is the action, ai∈w(qi) is the 
atomic process of serial actor SEi. The task of 
construction of G(t) for system CS is divided into 
two stages:

1. For each SEi, to determine the sequence of 
performed actions. 

2. For each action, to determine the time, required for 
given SEi to perform it. 

An example of the time profile of a serial actor while 
working with the geoinformation application of DIS is 
shown in Fig. 3.

Here, we consider a certain process p: <navigation>, 
including the steps of operation of DIS elements: s(p)=<mo-
tion, analysis, action, waiting>. 

Each step implies a certain totality of operations in sys-
tem cx(s)=<object formation, activation, computation,…> 
that determines functionality of agents in a system. In 
turn, each action consists of the set of atomic processes, 
performed by the machine during implementation of actions 
w(qi)=<start, request,…, stop, pause>. 

Each atomic process has some duration of its execution, 
the total duration of totality of atomic processes will de-
termine the total time for program execution while solving 
certain problems.

Knowing the time profile of behavior of the system, it 
is possible to obtain evaluations of different performance 
types, as well as to derive the ratios, linking the main per-
formance forms to various quantitative characteristics of the 
system’s operation. 

Let us have distributed system CS, which consists of Q 
serial actors. We will introduce variables that characterize 
CS operation:

T is the duration of operation period of CS for the astro-
nomic time;

J is the number of tasks, fulfilled by CS within observa-
tion period. 

The task can be implied as performance of an operation, 
a function, a step, an order, etc.

We will designate: 

 
Fig. 2. Network schedule of actors’ work

 

Fig. 3. Time profile of a serial actor
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= JX T  is the throughput of system CS;
Ui is the amount of astronomic time, which the i-th serial 

actor from CS spent fulfilling a task from J;

= i
i

UW T  is the load of the i-th actor;

Ni is the total number of actions (an action is a compo-
nent of a task), performed by the i-th serial actor within 
period of time T.

= i
i

i

UPw N  is the average operation time of the i-th seri- 
 
al actor (it is actor’s capacity, which depends on performance 
of its hardware and the process organization);

= i
i

NEn J  is the average number of actions of the i-th  
 
object per task from J.

In these designations, the following statement will be 
true. 

Throughput of the i-th serial actor i=1...Q can be deter-
mined from ratio

= ,i
i

i i

W
X

Pw En
 = 1... .i Q

To verify this expression, it is necessary to perform:

= = ⋅ ⋅ = =
1

.i i i i i i
i i

i i i i i i i i

J J N W W W
X N

T N W T En U En Pw

As a result, 

∀ = = ⇒ =, | 1... , 1... .ji

i i j j

WW
i j i Q j Q

Pw En Pw En

This ratio is similar to the equation of saving, which is 
often used in models of physical systems. 

An example of dependence of throughput X on capacity 
Pwi and the average number of actions of Eni at Wi=1 is 
shown in Fig. 4.

As we can see, an increase in the number of actions per 
task Eni or a decrease in capacity (an increase in time Pwi) 
definitely leads to a decrease in the throughput of an actor.

Fig. 4. Dependence of throughput of the system on capacity 
of an actor and average number of actions per task

Let us also determine the ratio between capacity of serial 
actor Pwi, the number Ni of the actions it performs while 

solving a problem and the ratio of computation time Ui and 
exchange time Тoi: 

λ = ,i
i

i

To
U

 

where Т≥Тoi+Ui.
Since the service now is a solution of one task, 

J=1 and = =
1

.i

i i

W
X

T N Pw
 

Since 

≤ − ,i iU T To  ≤ −1 i

i i

ToT
U U

 

and then

( )λ = − ⇒ ≤
λ +

1 1
1 .

1i i
i i

W
W

 

Hence 

( ) ≥
λ +1 i i

i

T
Pw N  or ( ) ≥

+ λ
.

1 i
i i

T
Pw

N
		  (2)

We will determine the minimum computation time, 
which must be allocated for one exchange at given 
throughput. 

To do this, we will represent Тoi=m·Tti, that is, split 
exchange time into m parts. According to the introduced 
designations, it is necessary to determine 

g = .iU
m

From (2), we obtain:

≥
 + ⋅ ⋅  

1
i

i
i

i

T
Pw

m Tt
N

U
 

hence, 

 
≥ + g 

1 i
i i

Tt
T Pw N  or 

 
+ ≤ g 

1 .i

i i

Tt T
Pw N

Hence, expressing g, we obtain: 

g ≥ =
− −

.i i i i i
i

i i i i

Tt Pw N Pw N
Tt

T Pw N T Pw N

Now the task regarding splitting the tasks on distributed 
system CS can be stated as follows:

1. Given: N is the total number of actions to be performed 
within time Т;

2. Required: to distribute these actions between Q actors 
so that:

 

( ) ≥
+ λ1 i

i i

T
Pw

N
 or ( )≥ λ +1 ,i i

i

T
N

Pw
 

where 
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=

=∑
1

,
m

i
i

N N  λ = i
i

i

To
U

 and ≥ + .i iT To U

Knowing time profile G(t), it is possible to obtain the set 
of operation variables W, Ni, J and T. Let us take fulfillment 
of a process in a system as a task, and atomic process of a 
serial actor as an action. Then: 

=

= ∑
1

,
Q

i
i

J J

where 

( )
∈

= ∑ ,
k

i k
t T

j g t  

where tk is the moment of process fulfillment, for example, 
addressing Stop in profile gi.

 

( )
∈

= χ∑∫
0

d ,
T

i p k
p P

U t t  

where χp(t) is the characteristic function of the step of the 
process p, i. e. χp(t)=1 if gi(t)=<p.s.q.a>, or χp(t)=0 otherwise. 

( )
∈

= δ∑∫
0

d ,
T

i i
p P

N t t

where δi(t) is the function that takes value of 1 at the mo-
ment of a change in value of gi(t) and equals to 0 at the rest 
of the moments of time.

Another important kind of performance is the system’s 
response time. Let N agents, which receive requests, be 
located on CS. As a task, we will take request fulfillment 
by the j-th agent ( j=1…N). Let us assume that N does not 
change within the observation period. We will introduce the 
following designations: 

J is the number of fulfilled requests within observation 
period Т;

J’ is the number of tasks that got into the system within 
observation time; 

r(k) is the time of useful work of the k-th agent; 
z(k)=T‒r(k) is the downtime of the k-th agent.
Average time of task fulfillment can be expressed as 

( )
=

= ∑
1

1
.

N

k

R r k
J

Average time of waiting for a request can be expressed as

( )( )
=

= −
′ ∑1

1
.

N

k

Z T r k
J

The relationship between response time and throughput 
of a system can be determined based on ratio:

′= − ,
N J

R Z
X J

which can be proved as follows: 

( ) ( )∀ = ⇒ + =| 1... .k k N z k r k T

Hence 

( ) ( )
= =

+ =∑ ∑
1 1

.
N N

k k

z k r k NT  

In the case when CS is a serial actor,

( )
=

≤∑
1

.
N

k

r k T  

Subsequently 

( ) ( )
= =

+ =∑ ∑
1 1

1 1N N

k k

NT
z k r k

J J J

or, using the previously introduced designations, it can be 
written as 

′ + = ,
J N

Z R
J X

 

hence, we obtain the proof that it is true 

′= − .
N J

R Z
X J

Using the previously introduced determination of 
throughput, we obtain:

⋅ ⋅ ′= − .i i

i i

N Pw En J Z
R Z

W J
 

In case <<N J :

⋅ ⋅
= − .i i

i

N Pw En
R Z

W

An example of dependence of response time R on X and 

ratio 
′J

J
 for N=5 and Z=2 is shown in Fig. 5. As we can see,  

 
at an increase in the throughput of system X, response time 
of the system decreases, reaching 0, when

′= .
N J

Z
X J

Fig. 5. Dependence of response time of the system on 
throughput and relative number of failed requests

Based on the two examined kinds of performance, we 
will determine the characteristics that describe usage of 
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resources (memory) in the system. Let function Stg(p,t) de-
termine the number of units of memory, engaged in process 
p at moment t. We will designate:

( ) ( )= ∫
0

, d
T

tm p Stg p t t  and ( )= ∑1
,

N

t
p

Str m p
J

where N is the number of agents that are present at moment 
t=0, that is, we do not take into account dynamics of agents’ 
functioning, and the sum is taken by all p in the system. 
Then the amount of memory, used in the system at moment 
t, is equal to

( ) ( )
=

= ∑
1

, .
N

p

m t Stg p t

In these designations, average amount of memory, used 
in the system, can be expressed as

( )= ∫
0

1
d ,

T

M m t t
T

 

or, using expression for m(t): 

( )

( ) ( ) ( )

=

= =

= =

   
= =     

∑∫

∑ ∑∫

10

1 10

1
, d

1 1
, d . .

T N

p

TN N

t t k
p p

M Stg p t t
T

J J
Stg p t t m p m p

T J T J

Hence, we obtain 

M=X·Str. 	  (3)

Using the formula of response time and substituting ex-
pression X from (3) in it, we obtain

⋅
= − .

N Str
R Z

M

The indicated ratios make it possible to give quantitative 
assessment of the parameters of distributed information sys-
tems and to synthesize systems with assigned parameters of 
throughput and response time.

6. Discussion of results of application of the procedure 
for performance assessment of elements of the distributed 

information system

Application of time profiles for solving the problem of 
analysis of performance of the distributed information sys-
tem allows solving the problem of the a priori assessment of 
parameters of designed distributed systems with the purpose 
of deployment on heterogeneous hardware platforms. As it 
is evident from the conducted research, initial data for com-
putations are time indicators of performing of elementary 
operations while fulfilling the tasks by the system. These 
indicators directly depend on technical characteristics of 
hardware platforms of actors and directly determine perfor-
mance parameters of the system as a whole. The accuracy 
of determining of the system’s performance will depend on 
accuracy of determining of time for performing separate 
atomic operations.

Knowing time profile of the system, it is possible to 
obtain the key performance characteristics – throughput 
and response time. Obtained ratios allow us to estimate 
minimum computation time, required for one information 
exchange with regard to the limit of the total time for 
solving a problem. In addition, the analytical relationship 
between technical performance of an actor, the number of 
actions it performs during the program operation and time 
of exchange and computation was established. Application of 
the proposed procedure is particularly necessary at the early 
stages of DIS development with the aim of optimal design of 
systems’ software.

The created model is a theory that describes dynamics of 
interaction of processes of applied programs with operation 
of physical environment of the performance platform. Both 
a hierarchical structure of a computation system and dis-
tributed nature of logical and physical environment are dis-
played in it. In this case, behavior of the process of fulfilling a 
program by a distributed actor does not depend on operation 
time of serial actors, capable of functioning independently on 
one another.

The general problem of performance analysis is repre-
sented in a mathematical form of the problem of construction 
of the time profile – the vector of the function that describes 
the time diagram operation of a distributed computing 
system. In addition to possibility of evaluation of the main 
types of performance (throughput and response time), the 
proposed approach also allows estimation of other effective-
ness indicators: minimum time of computations that falls on 
one exchange at an assigned total computation time; ratio of 
exchange time and computation time, etc.

The benefits of the present research include simplicity 
and accessibility of the proposed approach to determining 
performance of distributed systems based on construction 
of time profiles. As the construction of time diagrams re-
quires only knowledge of time to fulfil separate elementary 
operations, after which, thanks to simple arithmetic op-
erations, the total operation time of an actor is calculated 
and correlated with the total operation time of the system. 
Application of presented ratios is particularly useful at the 
early design stages, as well as during verification of models 
of computing systems.

Calculation of DIS hardware parameters, based on the 
knowledge of the timeframe to fulfil elementary operations 
by serial actors makes it possible to avoid major drawbacks, 
inherent in the classic approaches to construction and as-
sessment of DIS performance. 

Thus, the proposed model does not require determin-
ing of prognostic factors, required for implementation of 
the approach based on the use of the calibration method 
[2]. In this case, the proposed model can be scalable for 
the sufficient number of actors, which is limited only by 
existence of primary information regarding operation 
parameters.

In addition, the proposed model agrees well with the 
paradigm of distributed computation of long-term problems 
with non-regular actors [3]. In this case, the variable pa-
rameter is the number of serial actors and their hierarchical 
subordination to the distributed actor. 

Unlike the models of performance assessment in systems 
that operate by schedule [4, 5], the proposed model does not 
require a priori knowledge of the operation schedule and de-
termining of standard parameters of the process. However, 
the model still requires knowledge of duration of elementary 
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operations that constitute the essence of the task that is 
being fulfilled.

Comparison of the proposed approach with modeling 
with the help of hierarchical colored Petri networks [7] 
indicates that there is no necessity of a priori sufficiently 
complex calculations of probability of requests’ loss in the 
system. And, compared with modern distributed computing 
technologies (Cloud, Jungle and Fog Computing) [10], there 
is no need to collect sufficient amount of statistics of sys-
tem’s operation for its post-factor assessment. 

In addition, the proposed approach takes into account 
individual hardware features of the elements of a system, be-
havior in the operation process and internal communication 
capabilities of individual elements. 

One of the challenging issues of application of the model 
of operation process based on time profiles is the necessity of 
clear knowledge for each of the actors of:

– sequence of actions performed; 
– time to perform elementary operations that make up 

each action.
In addition, it is also necessary to have knowledge re-

garding redistribution of tasks (control transfer), performed 
by serial actors that form a certain distributed actor. 

At constant expansion of the range of tasks, complicating 
of procedures for their coordination between actors, it causes 
the growth in computational complexity exponentially and 
will serve as a limiting factor for subsequent application of 
the model. The way out of this situation can be generaliza-
tion (aggregation) of separate standard units of actors and 
the tasks they fulfil.

The direction for subsequent research in the framework 
of the proposed approach can be models and methods of 
operation of distributed systems and parallel computations 
taking into account algorithmic and structural features of 
the physical and logical DIS environment. A priori knowl-
edge of operation parameters will allow not only assess-
ment of DIS performance, but also creation of conditions 
for development of protocols of joint operation of DIS ele-
ments, redistribution of tasks, optimization of control, etc. 

One of the challenging issues that require separate stud-
ies is research into the influence of technical parameters of 
a computing system on performance parameters. In fact, 
architecture and hardware parameters (CPU, memory) can 
significantly alter the time profile of fulfillment of the same 
tasks. Therefore, these aspects require separate (individual) 
consideration.

7. Conclusions

1. We determined the structure and developed description 
of the operation process of an information system, designed for 
distributed fulfillment of tasks. In this case, it was shown that it 
is appropriate to present the operation process of a distributed 
information system as interaction of operation processes of soft-
ware objects (agents) with operators and logical environment 
of the platform of existence in a certain physical environment 
of the system. The totality of platforms, operators, agents and 
appropriate containers forms a serial actor. In turn, the totality 
of serial actors forms a distributed actor. The sequence of ac-
tions of an actor consists of separate steps, which are registered 
by the logical environment of the platform, which allows con-
structing the time profile of its operation.

2. Construction of time profiles for actors makes it possi-
ble to assess the main kinds of performance of a distributed 
information system. The task of construction of the time 
profile is fulfilled at two stages: the sequence of performed 
actions is determined for each serial actor; the time, required 
by a given actor to complete an action, is determined for each 
action. Time profile is constructed based on knowledge of 
time for performance of atomic operations.

3. It is proposed to use throughput of a serial actor and 
response time of the system as the key indicators, according 
to which performance of a distributed information system is 
assessed. Based on these indicators, there is a possibility to de-
termine the minimum computation time, average task fulfill-
ment time, and average time of waiting for a request. Thus, the 
system of performance indicators of the information system is 
formed, which makes it possible to carry out both algorithmic 
and quantitative analysis of its operation processes.

4. Modeling of the distributed information system ac-
cording to the key performance indicators proves validity 
of the proposed approach and allows clear assessment of the 
relationship between the key performance indicators. Thus, 
the research into dependence of throughput on the capacity 
of an actor and the average number of actions per task indi-
cates that an increase in the number of actions per task, or a 
decrease in capacity definitely lead to a decrease in through-
put of an actor. In turn, an increase in throughput leads to a 
decrease in response time of the system.

The direction for further research in this area can be 
a wide range of problems of theoretical substantiation of 
parameters of operation processes of the elements of distrib-
uted information systems.
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Визначені та описані реакції ґрун-
ту при його руйнуванні призводять до 
некерованого переміщення робочого 
органа з низькочастотними та високо-
частотними коливаннями, що діють на 
навіску зменшуючи надійність робочо-
го обладнання. Сформульовано умови 
мінімізації динамічних навантажень 
базової машини за рахунок створення 
керуючого сигналу на навіску розпушу-
вача. Статистичний аналіз рельєфу 
місцевості дозволив зменшити дина-
мічні навантаження

Ключові слова: розрахунок розпу-
шувача, рельєф ґрунту, модель робо-
ти розпушувача, робочий орган розпу-
шувача

Определенные и описанные реак-
ции грунта при его разрушении приво-
дят к неуправляемому перемещению 
рабочего органа с низкочастотными 
и высокочастотными колебаниями, 
действующими на навески, уменьшая 
надежность рабочего оборудования. 
Сформулированы условия минимиза-
ции динамических нагрузок базовой 
машины за счет создания управляю-
щего сигнала на навеску разрыхлите-
ля. Статистический анализ рельефа 
местности позволил уменьшить дина-
мические нагрузки

Ключевые слова: расчет рыхлителя, 
рельеф грунта, модель работы рыхли-
теля, рабочий орган рыхлителя
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