
Information technology

13

 S. Hrybkov, H. Oliinyk, V. Litvinov, 2018

1. Introduction

Activities of most modern enterprises are associated with 
rendering different services in accordance with concluded 
agreements. Such activity is characterized by certain specific 
aspects that justify its distinguishing among others, such as, for 
example, manufacturing certain products. First, the sequence 
of implementation of stages of each agreement, their number 
and time required to perform them, depend both on the fea-
tures of the general type of a service and the requirements of a 
particular customer, which are determined by the terms of an 
agreement. Second, the implementation of stages of one agree-
ment can be carried out by different executors simultaneously 
provided this does not violate logical consistency of works. 
Third, the need to provide resources for the stages, such as 
certain technical equipment, depends on the customer needs. 
Fourth, the total number of agreements to be implemented over 
a planned period is not regulated and is impossible to determine 
in advance because orders can be placed at different times for 
both different and the same kinds of services, but with different 
individual requirements. The placement of new orders requires 
operative changes to the existing calendar plan, as well as set-
ting such execution terms that will produce the least impact 
on other works. The task of agreements execution planning for 
most enterprises relates to the class of multi-criteria combina-

torial problems. It is important to note that, in order to find a 
solution, it is not always necessary to gain maximal profits only, 
but to coordinate many factors and take into consideration con-
straints as well. In addition, in the process of solving a problem 
on planning, it is impossible to avoid taking additional coor-
dinating decisions, especially in the case of certain deviations 
from established norms [1].

Planning the execution of work relates to various areas 
of activity, including management of projects with different 
complexity: from rendering small services and organizing 
holidays to designing and constructing spacecraft [2]. Even 
though the methods for solving similar problems were con-
sidered by various scholars using classical, heuristic, and 
evolutionary methods, it has remained relevant because each 
subject area has its own characteristics [3, 4]. The relevance of 
the search for new approaches and procedures to solve a given 
problem is predetermined by the development of heuristic 
and evolutionary methods, which in turn relates to the rapid 
development of information technologies in general [5].

2. Literature review and problem statement

In paper [1], authors proposed a mathematical model of the 
problem on constructing a plan for agreements execution for 
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Розглядається проблема побудови web-орiєнтованої 
системи пiдтримки прийняття рiшень при плануван-
нi виконання договорiв на пiдприємствах, якi дiють у 
сферi надання послуг. Дослiджуються характернi осо-
бливостi дiяльностi таких пiдприємств. Побудовано 
удосконалену математичну модель задачi планування 
виконання договорiв та визначено критерiї оцiнки ефек-
тивностi отриманого варiанту рiшення. У якостi оцiн-
ки ефективностi варiанту виконання запропоновано 
використання адитивної згортки часткових критерiїв 
з встановленням прiоритету виконання кожного з них. 
Розроблено комбiнований алгоритм для вирiшення зада-
чi планування, направлений на врахування особливос-
тей предметної областi. Для використання комбiнова-
ного алгоритму вхiднi данi запропоновано представити 
у виглядi багатошарового графа, кожний шар якого вiд-
повiдає робочому часу одного виконавця, а вузли визна-
чають моменти синхронiзацiї мiж шарами. При розроб-
цi комбiнованого алгоритму використано елементи ACO 
алгоритму та генетичного алгоритму. Запропоновано 
структуру СППР при плануваннi виконання договорiв, а 
також розглянуто технологiї, використанi для її прак-
тичної реалiзацiї. Наведено приклади iнтерфейсу корис-
тувача системи. СППР забезпечує пiдтримку функцiй 
управлiння при плануваннi та дозволяє здiйснювати 
глибокий аналiз ситуацiй, їх оцiнку та вибiр оптималь-
ного варiанту календарного плану, виконуючи усi пiд-
готовчi дiї та формуючи вже готовi варiанти рiшень. 
Створена система є web-орiєнтованою, що дозволяє 
використовувати її в будь-якому мiсцi, де є доступ до 
мережi Iнтернет
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businesses, the activity of which relates to rendering services 
and conducted a review of existing approaches and methods 
for solving such problems. As a result of the studies conducted, 
it was found that the developed mathematical model, shown in 
[1], is incomplete and needs some improvement, in particular, 
the introduction of an additional criterion for effectiveness 
evaluation. According to the results of mathematical model-
ing, the general criterion for evaluation of the effectiveness of 
a variant of implementation of the phases of agreements was 
separated and a conclusion on the feasibility of using ACO 
(Ant Colony Optimization) algorithm for solving the problem 
on agreements execution planning was made.

Authors of paper [2] considered an approach to solving 
the problem on planning with limited resources based on 
the Particle Swarm Optimization method to minimize 
costs. In the paper, according to results of the conducted 
studies, the conclusion about the appropriateness of using 
this approach for a wide range of problems of planning, in 
particular in project management, was made. However, 
its application is possible only if a problem is reduced to 
more general terms; in addition, the method is not aimed at 
minimizing the total time of works execution and does not 
include a time limit. 

Authors of research [3] compared several heuristic al-
gorithms but did not give examples of their application for 
solving specific management problems.

Authors of work [4] consider possibilities of the practical 
application of genetic algorithms for solving problems on the 
optimization of control and planning industrial processes. 
But the work has a generalized character and does not take 
into account the features of each specific area.

Paper [5] offers a hybrid algorithm for planning based on 
the Particle Swarm Optimization and the ACO algorithm, 
which allows determining the best sequences for different 
combinations of delays in execution and warnings for a given 
a set of works. Fuzzy logic is used to determine the optimal 
variant, which largely satisfies the given objective function. 
The authors of work [5] also offer a comparison of the algo-
rithm, proposed by them, with different modifications of the 
genetic algorithm, specifically: a partial representation of the 
crossover operator, the use of multi-component unified serial 
generator, the use of fuzzy genetic algorithm. The work is 
aimed more at minimizing delays between implementation 
of stages, besides the results of the proposed method were 
tested on the classic statement of the problem of schedule 
making with the use of parallel machines without taking 
into account economic and social influences in finding the 
optimal plan.

Using the basic ideas of ACO algorithm, a combined 
algorithm was created, the application of which provides 
the possibility of finding variants of solutions, close to the 
optimum over minimum time [6]. Experimentally it was 
found that at an increase in the dimensionality of a problem, 
the combined algorithm gives a better result in comparison 
with the genetic algorithm and the classic ACO. Testing the 
developed algorithm on real data samples made it possible 
to reveal shortcomings, which also applies to programming 
implementation.

Paper [7] presented a mathematical model for the plan of 
operation execution at different technological machines that 
can perform operations in parallel, with different periods 
of planning and a varying number of parallel machines or 
executors. But only the following criteria were considered 
as evaluation criteria: minimization of time of the last work 

completion, minimization of the total delay, minimization of 
the total time of execution in advance.

To solve the problem of planning, authors of publication 
[8] presented the approach based on the Artificial Bee Col-
ony algorithm using the local search method to enhance the 
operational capability of the basic algorithm. Besides, an 
additional neighborhood operator based on a greedy con-
structive-destructive procedure was considered. In addition, 
the proposed algorithm was compared with such algorithms 
as the search with restrictions and the genetic algorithm. 
However, the use of the proposed algorithm is possible only 
for problems that have minimum variations of the course of 
events without taking into account priorities of partial cri-
teria and restrictions.

In paper [9], improvement of effectiveness of the genetic 
algorithm by using the selective initialization mechanism 
was proposed. The problem of dependence of the speed of 
finding a result and its proximity to the optimal one on 
selection of the primary population of the algorithm was 
considered. The authors proposed a new approach to en-
hancement of the effectiveness of the genetic algorithm of 
selective initialization, which is aimed at finding the most 
appropriate “chromosomes” and using them as a source for 
the genetic algorithm. Using a modified genetic algorithm is 
only possible in complex to improve another method, which 
will be the basic one. Moreover, application of the genetic 
algorithm is possible when using the information system that 
will ensure implementation of all functions.

Authors of paper [10] proposed a new hybrid algorithm 
based on a multi-purpose genetic algorithm with the use of 
simulation annealing for parallel machines with dependent 
execution sequences, different deadlines, and established 
priorities. Even though the proposed algorithm cannot be 
applied without the use of information technologies, its 
drawback is complexity of adaptation of different input data.

Authors of work [11] explore optimization problems on 
the graphs of large dimensionality, for which there is no 
effective algorithms of a search for an accurate solution. Spe-
cifically, such problems as formation of the optimal schedule 
for the agents who serve clients, the problem of designing the 
optimal route for a car park are considered. The mathemati-
cal models, methods of decomposition into simpler sub-prob-
lems, an approach to organization of data storage in memory, 
algorithms for solving, assessment of operation time and the 
used memory amount are presented for such tasks.

The conducted analysis of the above literary sources  
[1–11] allows us to argue about appropriateness of improve-
ments and the use of the combined algorithm as a math-
ematical basis for decision support systems (DSS) when 
planning agreements execution. It is advisable to use the 
ACO algorithm as a basic algorithm. It is necessary to im-
prove it with the use of genetic algorithms, which will ensure 
finding optimal solutions when working with graphs of large 
dimensionality, describing variability of orders execution. In 
addition, based on the scientific literature [6, 9, 10], there is a 
possibility to modify each of the algorithms, which will allow 
the improvement of the general algorithm at the expense of 
separate components. Given the complexity of the problem 
regarding agreements execution planning, it is necessary to 
provide the possibility of clarification and correction of input 
and intermediate data to obtain different variants of the plan 
with their subsequent assessment. It is DSS that will allow 
us, using the automation of intelligent work, to obtain the 
possibility to design, compare and choose alternative options 
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of solutions for employees of the planning department and 
production units with the use of computing tools. In addition, 
only a system that is fully adapted to the requirements of a 
given subject area will ensure optimum solution to the prob-
lem on planning.

3. The aim and objectives of the study

The aim of present research is to develop a web-orient-
ed DSS for planning agreements execution at enterprises 
that operate in the service rendering business to ensure the 
efficiency/quality of work of employees at a planning depart-
ment and at production units.

To accomplish the aim, the following tasks have been set:
– to develop a mathematical model for agreements exe-

cution planning regarding the general economic and social 
influences while finding the optimal plan; 

– to create an algorithm for solving a problem on agree-
ments execution planning, which would implement the 
appropriate model and ensures minimization of time cost for 
finding the optimal solution; 

– to design a DSS structure and to choose the technol-
ogies and means for development of its components, which 
would ensure solving a problem on agreements execution 
planning in online mode.

4. Development of the mathematical model for 
agreements execution planning 

The main problem of making decisions when planning 
agreements execution is to construct and select an optimal 
variant of execution of orders. In this case, all orders that 
are already being fulfilled at an enterprise, as well as those 
that have just arrived, are taken into account. The optimal 
variant of execution is considered to be the one that ensures 
minimization of consumption of resources and time to fulfill 
all orders, as well as the maximal load of all executors. A 
special feature of the problem of calendar planning is that 
the existing calendar plan is modified in the process of its 
implementation. This problem refers to the class of multi- 
criteria optimization problem because it requires the use of 
different assessment selection criteria, each of which directly 
affects the choice of the optimal solution. It should be noted 
that in any situation, there are several permissible variants of 
execution, from which it is necessary to choose the best one. 
The additive convolution is used to derive the generalized 
estimate of the implementation plan. In this case, there is 
a need to take into account not only every separate partial 
criterion, but also to set priorities for each of them in accor-
dance with a particular case. Additive convolution is repre-
sented by the formula (1) and is aimed at the minimization 
of value [1].

0
1
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Φ

φ φ
φ=

= ξ λ →∑     (1)

where ξϕ is the indicator of priority factor of each partial 
criterion of assessment of the effectiveness of the variant of 
execution. 
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ϕ is the number of a criterion (1≤ϕ≤Φ); Φ is the total number 
of partial criteria.

λϕ is the normalized φ-th partial criterion; normalization 
is performed with the aim of reducing different criteria to a 
unified dimensionality and is calculated from formula (2):
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where Fϕ is the value of the ϕ-th partial criterion; minFφ  is 
the minimal value of the ϕ-th partial criterion; maxFφ  is the 
maximal value of the ϕ-th partial criterion.

It is possible to evaluate the quality and effectiveness of 
the resulting variant of the calendar plan using different cri-
teria, the use of which is determined by specific conditions. 
The authors distinguish five main partial criteria for the 
problem of agreement execution planning:

– minimization of total time for execution;
– minimization of total time of execution delay;
– minimization of total amount of fines for execution 

delay;
– minimization of total costs for execution of agreements 

within the given period;
– minimization of downtime of executors.
The first criterion is minimization of total time for execu-

tion of all agreements of the planned period (3):
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where і is the number of the agreement to be executed within 
the planned period; n is the total number of agreements to be 
executed within the planned period; ui is the coefficient of 
significance of execution of the і-th agreement, for which the 
following conditions exist: 
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Zi is the time of execution of the і-th agreement, on condition 
of taking into consideration of the sequence of stages with 
their possible implementation.

The time of agreement execution is equal to the dif-
ference between the maximal moment of completion and 
minimal moment of beginning of implementation, which is 
described by the formula (4):
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where і is the number of an agreement to be executed within 
the planned period; j is the number of a stage from the set of 
stages, ij JÎ  is the set of stages for the i-th agreement Ji= 
={1, 2,…, ωi}, ωi is the number of stages of the і-th agreement; 
l is the number of an executor from the set of executors, ;l MÎ  
M={1, 2,…,m} is the set of executors, involved in execution 
of works; m is the number of executors, involved during the 
planned period; tpijl is the time of the beginning of imple-
mentation of the j-th stage of the i-th agreement by the l-th 
executor; tdijl is the time of waiting before implementation 
of the j-th stage of the i-th agreement by the l-th executor in 
regard to implementation of the previous stages of the i-th 
agreement; tvijl is the time of implementation of the j-th stage 
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of the i-th agreement of the l-th executor; yijl is the parame-
ter that takes the values {0, 1} (yijl=1, if the j-th stage of the 
i-th agreement is implemented by the l-th executor; yijl=0 in 
another case).

Another partial criterion of assessment of effectiveness of 
the variant of the agreement execution plan is the total time 
of delay in execution of all agreements within the planned 
period, calculated from (5):
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i
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where і is the number of an agreement to be executed with-
in the planned period; n is the number of agreements to be 
executed within the planned period; ui is the coefficient of 
significance of execution of the і-th agreement, for which the 
following conditions exist: 
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Ψi is the total time of execution of the і-th agreement that is 
determined from formula (6):

 
, if ,

0, if ,
i i i i

i
i i

Z T Z T

Z T

− >
Ψ =  ≤

    (6)

where Ti is the directive term of execution of the i-th agree-
ment, determined by the conditions of agreement iTp T Tz≤ ≤  
(Тр is the time of the beginning of the planned period, Тz is 
the time of completion of the planned period; Zi is the time of 
execution of the і-th agreement.

The third criterion is the total amount of the fines for the 
delay of agreement execution for the planned period. This 
criterion is determined from the formula (7):
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where і is the number of an agreement to be executed with-
in the planned period; n is the number of agreements to be 
performed within the planned period; ui is the coefficient of 
significance of execution of the і-th agreement, for which the 
following conditions exist: 
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gi is the amount of penalties at violation of directive term 

iT  of execution of the i-th agreement; Ψi is the total time of 
execution of the і-th agreement, which is determined from 
formula (6). 

The fourth criterion is the value of total costs for exe-
cution of agreements within the assigned period, which is 
calculated from the formula (8):
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where і is the number of an agreement to be executed with-
in the planned period; n is the number of agreements to be 
executed within the planned period; ui is the coefficient of 
significance of execution of the і-th agreement, for which the 
following conditions exist: 

 
0 1,iu≤ ≤  

1

1;
n

i
i

u
=

=∑

j is the number of a stage from the set of stages, ωi is the 
number of stages of the і-th agreement; l is the number 
of an executor form the set of executors, ;l MÎ  m is the 
number of executors, engaged during the planned period; 
tdijl is the time of waiting before implementing of the j-th 
stage of the i-th agreement by the l-th executor in regard 
to implementation of the previous stages of the i-th agree-
ment; cijl is the cost of implementation of the j-th stage of 
the i-th agreement by the l-th executor within an hour; yijl is 
the parameter that takes the values {0,1} ( 1,ijly =  if the j-th 
stage of the i-th agreement is executed by the l-th executor; 

0ijly =  in another case).
The fifth criterion is minimization of the total downtime 

or the time of inactivity of executors (9):

( ) ( )( )5 1
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where і is the number of agreement to be executed within 
the planned period; n is the total number of agreements 
to be executed within the planned period; jl is the number 
by order of the stage that is implemented by l-th executor, 

,l lj JÎ  Jl={1, 2,…, ωl}, ωl is the number of works, executed by 
the l-th executor; l is the number of the executor from the set 
of executors; m is the number of executors, engaged during 
the planned period; ( )1

l
j ltzl −  is the time of implementation of 

the ( j–1)l-the stage, l is the number of an executor from the 
set of executors, ;l MÎ  ( )l

j ltpl  is the time of the beginning 
of implementation of the jl-the stage; l is the number of an 
executor from the set of executors, .l MÎ

Taking into account the features of the problem, a whole 
range of constraints and additional conditions are used [1]. 

It is assumed that each l-th executor can simultane-
ously implement not more than one j-stage and of the і-th 
agreement

1.ijl
l M

y
Î

=∑

All stages of all agreements must be implemented, 
which is a prerequisite for rendering services to customers 
in a full range

.
i

ijl i
j J l M

y
Î Î

= w∑ ∑

The beginning of execution of any work by the l-th ex-
ecutor is possible only after completion of execution by the 
same executor of the previous work ,ijl qvltp tp≥  ,q NÎ  ,qv JÎ  

.i q≠  On condition that the j-th stage of the i-th agreement is 
impossible to implement without completion of implementa-
tion of the previous ones 

 
( )max ,ijl ihs ihs ihsh

tp tp tv td≥ + +  ,s MÎ  ,ih JÎ  .h j<

The time of the beginning of implementation of the j-th 
stage of the і-th agreement by the l-th executor will come 
only when the previous h-th stages are implemented by the 
s-th executor. In this case, to determine the rest of the time 
for completing the implementation of such stages, it is suf-
ficient to select the one that is the last to finish. If the next 
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stage can be implemented regardless the execution of the 
previous ones, restrictions are not met: tpijl≥0.

The need for maximum continuity of execution and a de-
crease in downtime that relate to the lack of resources cause 
timely provision of each stage with necessary resources.

The totality of resources that are necessary for execution 
of the і-th agreement is calculated from (10):

 

1

,
i

i ij
j

R r
w

=

= ∑      (10)

where rij is the totality of resources, required for implemen-
tation of the j-th stage of the i-th agreement.

Provision of resources directly influences timely and 
faultless execution of the agreement .ij ijltr tp≤

The constructed mathematical model shows that the 
problem of agreement execution planning belongs to the 
general class of NP-complex multi-criteria combinatorial 
problems. Dimensionality of this problem is determined by 
the number of elements of sets N, J, M. 

To solve the problem on agreements execution planning, 
it is proposed to use the combined algorithm [6], which uses 
the ideas of the ACO algorithm and of the genetic algorithm 
with adaptation and modification according to the subject 
area that is considered.

5. Combined algorithm for solving the problem on 
agreements execution planning

The main ACO of the algorithm involves implementation 
of the collective intelligence principle on the example of the 
ant colony. For the search for extreme values of the objective 
function, a definite number of agents (artificial ants), which 
construct the same number of possible solutions to the 
problem, is used on each iteration. Among these solutions, 
the part of the best ones by objective function is selected. 
The obtained information is stored in a generally accessible 
data bank and used by the agents on the following iterations 
independently of each other. Each agent operates under the 
rules of the probabilistic algorithm, and when choosing the 
direction, focuses not only on an increment of the objective 
function, but also on statistical information that reflects the 
previous history of a collective search [6].

The genetic algorithm uses the iterative approach to 
improvement of results. A search for the best solution in the 
vicinity of the given one takes place on each iteration. If such 
solution is found, it becomes current and a new iteration 
starts. It continues until increment of the objective function 
decreases almost to zero or the given number of iterations is 
performed. To increase the probability of finding a global op-
timum, the multiple experiments with different initial points 
are used, which significantly increases the search time [8].

It is important to note that when taking into account the 
features of a subject area, the application of purely classical 
algorithms in solving the problem of planning agreements 
execution is rather time consuming since it is necessary to 
conduct a number of modifications and adaptations. The use 
of such modifications can have a significant negative impact 
on the algorithm operation effectiveness, as well as on accu-
racy of the results. 

 Given all the above, to solve the problem, the own com-
bined algorithm that is at once intended to be used for the 
considered subject area was proposed. The proposed algo-

rithm will make it possible to take into account all features 
in a “natural” way, rather than as additional improvements 
and changes.

To use the combined algorithm, input data about the 
stages of executing agreements will be represented in the 
form of a multi-layer graph, in which one layer corresponds 
to execution of works by one executor. The nodes of the 
graph represent the intermediate state of transition from 
the implementation of one stage to another, and the edges 
that connect these nodes correspond directly to the process 
of implementation of stages. In this case, the nodes of each 
layer of the graph, which actually determine one moment of 
time, constitute the coherent whole, and therefore each node 
of each layer contains the data about implementation of all 
stages by executors. The weight of each edge is total duration 
of implementation of the correspondent stage. In addition, 
to predict the event of a delay of implementation of a certain 
stage, an additional edge between each pair of adjacent nodes 
was introduced in order to provide an opportunity of further 
transition in case it is impossible to implement any stage at 
a given moment.

The condition for obtaining the variant of the plan 
for implementation of agreement phases is visiting not all 
the nodes of the graph like in the case of using the classic 
ACO algorithm, but using all various edges, in addition to 
the edges, which correspond to a delay of each layer of the 
graph in order to form one complete route. Since the nodes 
correspond to moments of time, stopping at each of them not 
always means the need to proceed to the next node by anoth-
er edge. Thus, there is an opportunity to keep consistency 
between the execution of works by various executors. 

The combined algorithm for solving the problem of 
planning the execution of agreements contains the following 
main steps: 

1. Determine the total number of agents that will be used 
to search for a solution from the formula (11):

( )
1 1

* 1 * *max ,
iJn

n ijl
i j

b m g y
= =

 
= − w  
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where m is the number of executors, involved in execution 
of agreement within the planned period; l is the number of 
an executor, l∈M, M={1, 2,…m} is the set of executors; g is 
the number of nodes of the graph; n is the number of agree-
ments to be executed within the planned period; ωn is the 
total number of stages for n agreements; i is the number of 
an agreement; Jі is the set of stages of the i-the agreement; j 
is the number of the stage from the set of stages, j∈Ji; yijl is 
the parameter that takes values {0,1}: yijl=1, if the j-th stage 
of the i-th agreement is executed by the l-th executor; yijl=0 
in another case.

2. From formula (12), we determine the number of “elite” 
agents. “Elite” agents are the special agents that travel only 
along the best routes, found on the previous iterations.

 

,
2*l

b
b

e
=     (12)

where e≈2.718 [6]. 
The speed of finding the optimal solution with the use 

of “elite” agents increases, since this way allows reduction of 
the number of iterations of the whole algorithm. 

3. Set random permissible values of coefficients of the 
ACO algorithms, specifically:
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α is the pheromone weight, 0≤α≤1, which determines 
relative significance of the influence of marks of the choice 
of a route, the shortest transition edge will be chosen at α=0, 
the edge, on which the level of marks will be the highest, will 
be chosen at α=1;

p is the coefficient of upgrading the marks level, 0≤p≤1, 
which determines its relative decrease in time; 

Q is the parameter, the value of which has to be close to 
the length of the route that is optimal for current iteration;

А is the coefficient of “significance” of special agents, 
which determines the measure of strengthening the variant 
of the route.

4. Considering the ratio of the number of special agents 
to ordinary ones, choose an agent for the next iteration. If 
we choose an ordinary one – proceed to step 5, a special 
one – to step 11. 

5. Check if all edges of the graph were passed. If so, pro-
ceed to step 9, if not – to step 6. 

6. Check whether the implemented stage is completed by 
the given moment, which in turn implies the need to select 
the next edge for transition. If so, proceed to step 7, other-
wise, ‒ to step 5.

7. Add the data about the completed stage to the list of 
the completed stages to ensure the possibility of compliance 
with the requirements for the sequence of execution. 

8. Check the possibility to complete the next stage, tak-
ing into account the requirements for the sequence of execu-
tion. If there is such possibility, we determine the next edge 
for transition by a modified probabilistic-proportional rule. 

9. Mark the path that the agent traveled and clear the 
list of implemented stages, thus preparing the graph for the 
passage by the next agent. 

10. Update the marks level at all edges, passed by an 
agent. For this, calculate the value of the generalized criteri-
on F0 

for the current variant of the solution, which represents 
the route Tk(t), which the k-th agent traveled at iteration t. 
The level of marks is determined from formula (13):
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where u and r are the indices of pairs of nodes that connect 
the edge that the agent passed; Lk(t) is the length of the 
path Tk(t).

11. Strengthen the best found solutions using a special 
agent from formula (14):
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12. Enumerate the values of ACO coefficients of the al-
gorithm α, p, Q, A with the use of the genetic algorithm by 
the following scheme: 

– based on current values, get the initial set of chromo-
somes; 

– calculate the survival coefficient, specifically, put in 
correspondence to each solution or a chromosome a certain 
numeric value, dependent on proximity of this solution to the 
best variant by the value of the general estimation function, 
obtained by the given moment [1]; 

– perform displaying, in the process of which the chro-
mosomes that have a high survival coefficient, and actually 

higher numeric value, are more likely to get to descendants, 
after which operators of mating and mutation are performed; 

– form the next generation, the value of parameters of 
which will use the following set of agents in finding the path.

13. Compare current solutions with the ones, obtained on 
previous iterations and check them for optimality. If the found 
solutions are the best, or all ordinary and special agents have 
been used, proceed to step 14, otherwise – to step 4. 

14. Derive the obtained results, which are the variant of the 
plan of agreement stage implementation. The obtained variant 
of the solution includes sequences of implementation of agree-
ment stages in the planned period, marked on the time scale.

The proposed algorithm has been designed to be used 
when solving the problem on agreements execution plan-
ning. Its use enables finding solutions to the problem, taking 
into account all features. An experimental modeling of such 
algorithm showed that the used elements of the ACO algo-
rithm and the elements of the genetic algorithm combined 
with representation of input data make it possible to find 
a solution that is close to the optimal one quite accurately.

We compared the proposed combined algorithm for 
searching and forming an optimal agreements execution 
plan with the classic and most heuristic algorithms. The 
results of the comparison of the proposed method allow us to 
considerably decrease the time for formation of an optimal 
plan while increasing the amount of input data. In compari-
son with the genetic algorithm, the proposed algorithm finds 
a more optimal solution, in addition, this search time was 
by 10–15 % shorter. It should be noted that most heuristic 
algorithms are related to approximate, so at the same input 
data, such algorithms can omit optimal values and give only 
approximate ones. During the experiment, most classical 
methods require by 60–80 % more time than the proposed 
one, which was especially noticeable when increasing the 
number of agreements – 50 or more. It is important to note 
that the result of the work depends not only on the number of 
agreements, but also the number of stages in all agreements.

However, it should be noted that application of each algo-
rithm, including the proposed one, requires significant time 
consumption for preparation and processing of input data, 
as well as the application of information resources that will 
ensure information preparation and processing. In addition, 
depending on the conditions of execution of the agreement 
and its each stage, there arises the need to assign additional 
conditions and restrictions before applying the algorithm. 
A special feature of the proposed algorithm is that it takes 
into account the assigned mathematical model, which used 
additive criteria convolution. Additive convolution allows 
adjustment the relative significance of each criterion, which, 
in turn, makes it possible to take into account important as-
pects when finding an optimal plan depending on the general 
economic and social influences.

Given all the above, there is a need for designing and 
using a decision support system that will provide support in 
solving the problem of agreement execution planning with 
the possibility of taking account the general economic and 
social influences during the search for an optimal plan.

6. Design and construction of elements of a decision 
support system

To implement the proposed algorithm, there was created 
a programming module, which found its use in the devel-
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opment of the web-oriented DSS for agreement execution 
planning at the enterprises, the activity of which relates to 
rendering services. The purpose of the DSS is the implemen-
tation of the planning function, as well as support with nec-
essary information. The system is designed for a wide range 
of users, which are proposed to be conditionally divided into 
the following groups:

– managers, responsible for meeting the conditions of 
agreements; 

– heads of senior management; 
– heads of production units; 
– staff of production units and subcontractors; 
– heads of departments of material and technical sup-

port; 
– representatives of customers of services. 
The functions for each of the following groups of users 

are represented in the form of the Use Case diagram (Fig. 1).

Fig 1. Use Case diagram of DSS use

When developing DSS for agreements execution plan-
ning, practical implementation of the client-server architec-
ture in the form of a “thin” client was used – all logic was 
focused on the server part, and the client part was involved 
only in data display. In other words, the result of execution is 
displayed in a user’s browser. The choice of this architecture 
of the construction of a system is caused by the following 
advantages:

– simplified integration with outside program products; 
– implementation simplicity, which is explained by the 

absence of the need to adjust hardware or software tools of 
users;

– increased fault tolerance, because all software that is 
necessary for work is installed only on the server.

In addition, DSS is integrated with information systems, 
existing at an enterprise, in particular with the system of 
contractual relations management.

When designing the systems and the elements, all pe-
culiarities of the main problem of planning were taken into 
account, as well as the need to provide all stages of planning 
with information support [12]. The main components of the 
system include (Fig. 2): ETL (Extract/Transform/Load) 
tools, Data Warehouse (DW), the server part, the web-

based user’s interface. It is important to note that the user 
interface is implemented as web-pages to be displayed in 
user browser.

Fig. 2. DSS structure 

A database of the information system of management of 
contractual relations and electronic tables of the department 
of material and technical support are data sources for DW. 
Close integration and connection that the created DSS with 
information carriers, existing at an enterprise, ensure ade-
quacy and reliability of information support for managerial 
decision-making support while forming an agreement exe-
cution plan. Accumulation of information in DW goes on in 
the automatic mode by means of using the ETL tools, which 
is an intermediate link between the DSS and the existing 
information systems. 

The classic multi-layer architecture with division into 
the following components was used when constructing the 
programming part:

– the layer of controllers, with the help of which interac-
tion with the client part is provided;

– adapters, at the layer of which the data from clients’ 
queries are transformed into basic business objects that are 
subsequently processed;

– classes that check input data for conformity with the 
set rules;

– business services that are directly responsible for busi-
ness logic implementation; 

– auxiliary instrumental classes, to which business ser-
vices delegate execution of separate operations;

– repositories, meant for faultless work with DW.
The functional capabilities of the server part meet the 

needs of DSS users and in the general form are divided 
into the modules, designed to solve specific problems [13]. 
When processing a query, each module addresses the DW 
to obtain data. After data processing and necessary cal-
culations, the result is displayed by the client part in the 
assigned form. The number of modules is not regulated, 
which provides, if necessary, upgrading of existing and 
inclusion of new modules to address the decision-mak-
ing problems. The main modules of the system include 
the module of formation of calendar plan of agreements 
implementation, the module of support of function of 
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execution control, the module of formation of reporting 
documentation.

The module of formation of the calendar plan of agree-
ments implementation is intended to form the variants of the 
calendar plan using the proposed combined algorithm. The 
possibility to evaluate each variant, compare, make adjust-
ments and determine additional parameters is also foreseen. 
The constructed and selected plan is transmitted in the elec-
tronic form to responsible parties for consideration and after 
approval is entered to databases of information systems that 
operate at an enterprise, in particular the system of manage-
ment of contractual relations. 

Module of support of execution of control function 
ensures provision of complete and relevant information on 
implementation of the agreement stages, compliance with 
the terms of a calendar plan, motion of resources, and ma-
terials, etc.

Module of formation of reporting documentation per-
forms the functions of creation of various types of re-
porting documentation in the user-selected forms and 
representations.

Development of the program logic of operation of the 
above modules at the server part is performed in the Java 
programming language, the selection of which is justified 
by known advantages [14, 15], with the use of the Spring 
Framework and Hibernate. Even though the Java program-
ming language provides a considerable number of built-in 
functionalities for development of information systems, the 
tools for incorporation of software components of a complex 
system in the integrity are not available. Solution of this 
problem rests directly on developers and architects. To solve 
this problem, the software platform Spring Framework, 
which provides formal means of combining disparate com-
ponents into one programming system, based on the Depen-
dency Injection principle, was selected [16]. In accordance 
with the mentioned principle, the problem of constructing 
dependencies of an object is solved by using an external 
mechanism. The key purpose of software platform Spring 
Framework is to ensure construction of the software infra-
structure of the DSS.

Spring Framework has a modular structure, which al-
lows using only the elements that are necessary for the im-
plementation of functions of the system [17]. 

The modules are united into groups based on a functional 
purpose (Fig. 3), specifically:

– Core Container;
– Data Access/Integration modules;
– modules for development of Web-oriented systems;
– modules for working with AOP – Aspect Oriented 

Programming;
– instrumentation modules;
– test modules.

Fig. 3. Modules of software platform Spring Framework, 
divided into groups by a functional purpose

When developing DSS during agreement execution 
planning, the considered below modules were used. 

A fundamental part of the software platform Spring 
Framework consists of modules of Beans and Core, which 
provide the possibility of introducing dependencies between 
the DSS components. This makes it possible to separate 
the configuration of the system and specification of objects’ 
dependences. Context module expands Beans, provides a 
built-in support for the following functionality:

– localization and internationalization with the use of 
resource bundles;

– usage and distribution of events between components 
for behavior control;

– creation of program environments (contexts) for con-
trolling the time of existence and interaction of components 
(for example, servlet container).

JDBC module provides its own abstraction layer for 
direct work with database and Data Warehouse, which pro-
vides a reduction of scope of work for developers, and also 
eliminates the need to process specific errors from specific 
database management systems. ORM module is the basis 
for the work with technologies for object-relational display, 
such as Hibernate. Module for messaging (JMS) provides 
functions to create and receive messages, which ensures 
interaction between the developed DSS with outside infor-
mation systems. The Transactions module supports program 
and declarative transactions control, which provides the 
possibilities for flexible control of data integrity, used by the 
system, and unity of the operations that are performed [18].

Spring ensures the work with local and global trans-
actions, without connection with implementation technol-
ogies. A sufficiently broad support for implementation of 
declarative transactions is provided both with the use of 
XML-configuration and with the use of annotations. In 
addition to this, there is the possibility to control transac-
tions with a program, which creates flexibility at adjustment 
depending on specific requirements for the functionality of 
a system. 

Modules for development of Web-oriented systems pro-
vide key opportunities to develop Web-services controllers 
for Web-integration of the system, which is crucial for inter-
action of the server part with the client one [19–21].

AOP module is responsible for working with aspect-ori-
ented programming and provides the possibility to create 
methods-interceptors. The following methods are quite use-
ful if it is necessary to separate the through line for different 
functionality objects. The possibilities of aspect-oriented 
programming are used for additional keeping record of in-
formation on all transactions that are carried out during the 
operation of the system with a description of all the calls and 
values of transmitted arguments. In addition, there is a pos-
sibility of integration with the AspectJ library, which pro-
vides extended ways to intercept calls and implement some 
program logic at various stages of interaction with objects.

Test modules, which provide an opportunity to test the 
components under control of Spring Framework, were used 
for performing integration testing of the system’s compo-
nents in conjunction with the unit testing library Junit. The 
software platform Mockito, which enabled creating mock 
objects for isolated checking the smallest fragments of the 
code in accordance with the principles of testing approach, 
was used for testing. Thus, iteration testing of the program 
code of the developed DSS is carried out using the data of 
modules and technologies.

 

 

 aspect-oriented programming) 
АОР modules (modules for working with 

Instrumentation modules  
Test modules 

Core 
Container  

Beans 

Core 

Context 

Servlet Web WebSocket
 (modules for Web-oriented system development) 

Web modules

JDBC Transactions ORM OXM JMS
 

Data Access/Integration modules 



Information technology

21

Selection of a software platform for construction of the 
information system architecture is determined by the pos-
sibility of complete independence of business logic from the 
elements of a software platform and isolation of dependencies 
on components from the rest of the program code. This ben-
efit is provided by Spring Framework, which also influenced 
its selection as a software platform for construction of soft-
ware architecture.

When developing DSS, attention is paid to working with 
data sources, because interaction between the objects of the 
object-oriented programming languages and relational data-
base is usually quite cumbersome and time consuming. This is 
caused by the paradigm gap between the way the object-rep-
resented data are stored compared with databases. To link 
databases with the concepts of object-oriented programming 
languages, it is appropriate to use ORM (Object-Relational 
Mapping) technology. The ORM concept in Java EE is repre-
sented by JPA (Java Persistence API) specification.

One of the implementations of the approach of ob-
ject-relational mapping, specifically Hibernate, was used 
for working with DW. The task of Hibernate is the data 
transfer from the rows of database tables into the Java ob-
jects and vice versa [22]. In addition, Hibernate provides 
built-in features for queries and searches, thereby reducing 
the development time, spent on manual data processing in 
SQL and JDBC. However, unlike many similar solutions, 
Hibernate does not hide the capacity of SQL and if neces-
sary, enables using relational technologies of the direction. 
The selection of Hibernate is also due to the lack of the need 
for complex interaction with the database, using complex 
queries etc., since data operation takes place at the program 
level. In comparison with the analogues (e. g., MyBatis), 
Hibernate immediately offers a ready solution, the initial 
requirements for configuration of which are minimal.

A general scheme of interaction of the level of access to 
the data of the information system with the relational data-
base using Hibernate is shown in Fig. 4.

The interaction between the code of the information 
system and functional capabilities of Hibernate can take 
place through a standard interface of access to JPA, as well 
as through the extended interface 
Hibernate, which provides additional 
possibilities. 

The interaction of the server part 
with the client’s part is carried out by 
the Internet, using the REST (Rep-
resentational State Transfer) ideol-
ogy, which made it possible to sepa-
rate the system’s logic from the user 
interface and the make the system’s 
structure simpler and more scalable 
[23]. REST is an architectural style 
for distributed systems. According 
to this style, each data element is un-
ambiguously determined by a global 
identifier, such as a URL (Uniform 
Resource Locator).

For the formalized description 
of interfaces of interaction between 
the server and the client part, there 
was used specification Open API, 
through application of which all the 
resources, provided by the server, and 
accessible operations on them were 

described. Actually, a given specification determines the 
standard for describing REST interfaces, which allows both 
a person and a computer to understand the capabilities of the 
server without an access to the input code, additional tech-
nical documentation or direct interaction via the net [24].

Fig. 4. Scheme of interaction of the Data Access Layer in  
the information system with the database and Data 

Warehouse with the use of Hibernate

The DSS programming code was developed using the 
approach of continuous integration (CI) and software product 
Jenkins. The use of CI is an approach to software develop-
ment, in which each change in the program code is automati-
cally fixed and tested [25]. Moreover, the actions such as com-
pilation, downloading and updating the database scheme, and 
deployment on the server are performed automatically. Using 
CI reduces the risk of appearance of the problems that were 
not identified immediately, makes it easier to improve the 
program code, and performs the automation of trivial actions, 
enabling one to concentrate on the development of program 
logic of the system’s functionality support.

Let us consider the basic capabilities of the developed 
web-oriented DSS to ensure compliance with the require-
ments regarding the necessary functionality for construc-
tion of plans of works execution and execution control based 
of two menu sections: “Planning” and “Control of execution”. 

The section “Planning” (Fig. 5) provides possibilities 
for reviewing or editing existing calendar plans, as well as 
planning execution of works for future periods.

DB and DW 

Java Persistence API Hibernate Native API 
Hibernate

JDBC

Data Access Layer 

 
Fig. 5. Parameters of section “Planning” 
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After entering the initial and the final dates of the 
planned period, the list of agreements to be executed within 
the set period is formed. This list is presented in a tabular 
form with brief information about each agreement (number, 
registration number, type of a service, counterparty, term 
of validity, cost, and priority). For each agreement, there is 
a possibility to review detailed information, including the 
list of stages with executors and their sequence. The list of 
agreements can include other agreements or delete the exist-
ing ones. For each agreement, it is possible to set the imple-
mentation priority as a number from 1 to 100. By default, the 
set priority value is 1 (the smallest). When calculating the 
efficiency criterion, the entered priorities may be calculated 
from formula (15):

,i
i

i
i

u
υ

=
υ∑

      (15)

where υi is the priority value for each agreement, entered by 
a user. 

Some variants of calendar plan can be formed when 
pushing the key “planning” (Fig. 6).

A visual representation of the execution variant is a 
table, in which executors are in rows, and the days of the 
planned period with indication of the day of the week are 
in columns. A table cell at the intersection of a line and a 
column shows completion of a stage of a certain agreement 
on a specified day. It displays the registration number of the 
agreement and the stage number and name. 

Checking and improvement of certain parts of the plan 
take place at every stage. The person who makes up a plan 
tries to achieve the optimum agreement execution plan in the 
dialogue mode.

7. Discussion of results of DSS development and 
application

The improved mathematical model of agreement execu-
tion planning, the combined algorithm for solving problems 
of planning, the structure of the web-oriented DSS were 
proposed, and their use was substantiated. 

The implemented functionality of the web-oriented 
DSS provides the solution to the basic problem of deci-
sion-making. In addition, web-orientation of the devel-
oped system enables the formation of a calendar plan by 
authorized representatives of an enterprise in any place, 
where there is the Internet network. This allows adjust-
ment of the agreement execution plan in the operative 
mode with minimization of time and costs. In this case, 
it is possible to adjust the plan immediately after nego-
tiations on the side of a customer and evaluate available 
technical possibilities. 

Effectiveness of web-oriented DSS in planning and con-
trolling agreement execution is determined by the following 
factors:

– operative formation and flexibility at changing a calen-
dar plan that accelerates the execution of customers’ orders 
and reduces the amount of downtime during implementation; 

– significant reduction of time consumption for data 
collection and information preparation; 

– possibility of quick adaptation to the current situation 
and making corresponding changes to a calendar plan; 

– distinct division of time of works between executors, 
which takes into account the sequence of execution and in-
dividual characteristics of each agreement; 

– possibility of permanent control of the state of execu-
tion of works and evaluation of the execution of a separate 
agreement.

 
Fig. 6. Created variant of the calendar plan 
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The architecture of the created web-oriented DSS in-
volves minimal costs of its implementation at the related 
enterprises. Due to modularity, the system easily adapts and 
integrates with information systems, existing at an enter-
prise. To access the capabilities of the system by a user, it is 
necessary to have an installed web-browser and an access to 
the Internet network. 

Without the use of the created web-oriented DSS, it 
is not possible to carry out practical implementation of 
the combined algorithm. It is the DSS that provides data 
preparation and carrying out the necessary calculations and 
makes it possible to choose variants and make corrective 
changes.

The benefits of applying the developed DSS at an en-
terprise imply the reduction of time required to process 
available data, in particular, if necessary, adjustment of the 
existing calendar plan. Formation of the production program 
and plans for the system implementation typically includes 
the following steps:

– setting the planned period;
– analysis of the works schedule and selection of the ex-

ecutors who are not engaged during these periods;
– analysis and determining parameters of completing 

each stage of each agreement;
– formation of variants of the production program and 

plans;
– assessment of the formed variants of the production 

program;
– making decisions about selection of the variant of the 

production program and plans;
– adjustment of input parameters, if necessary, which is 

the ground for repeated formation of solution variants.
Using the developed DSS, formation of execution vari-

ants is imposed on the system. In this case, there is the pos-
sibility of restructuring variants, taking into account actual 
changes, when making some adjustments. Overall, due to 
the automation of formation and adjustment of the calendar 
plan variants and displaying the existing state of work exe-
cution, the promptness and timeliness of rendering services 
to clients is ensured.

Further development of the research and development of 
the system is aimed at the expansion of functional possibil-
ities for intellectual data analysis and processing large data 
arrays. Using the methods for intellectual data analysis will 
provide information analysis and detection of regularities 
and factors that may affect effectiveness of agreements’ 
execution. In addition, detection of such regularities will 
provide an additional possibility of forming execution pat-

terns that are advisable to use in order to reduce the time of 
the combined algorithm. It is important to note that during 
agreements execution planning the DSS makes it possible 
to concentrate on analysis, assessment and selection of the 
optimum variant of a solution, performing all preparatory 
actions and forming ready variants of solutions.

8. Conclusions 

1. The mathematical model of agreements execution 
planning was developed with respect to the main features 
of activity of service-rendering enterprises, which takes into 
account the main partial criteria and limitations. The use of 
the additive convolution of criteria allows the adjustment of 
relative significance of each criterion, which in turn makes it 
possible to take into consideration important aspects when 
finding the optimal plan depending on general economic and 
social influences.

2. The combination of elements of the ACO algorithm 
and of the genetic algorithm became the basis for the pro-
posed combined algorithm for the search and formation of 
the optimal agreements execution plan, which allows us to 
reduce time for the formation of an optimal plan while in-
creasing input data in comparison with the classic and most 
heuristic algorithms.

3. We proposed the structure of the web-oriented DSS, 
which provides a complete solution to the problem on 
agreements execution planning as it allows focusing on 
analysis, evaluation and selection of the best variant by 
performing preparatory actions and forming ready variants 
of solutions. In addition, in the course of development of the 
system its integration into existing information systems 
and minimal costs for the DSS implementation were taken 
into consideration. It also becomes possible to adapt easily 
the use of the main modules of the system to solve the re-
lated problems.

4. The use of the technologies and tools for construction 
of the DSS components was substantiated. The results of 
development and operation of the created DSS were repre-
sented, which made it possible to evaluate the benefits of 
using it during testing and to make sure that efficiency of 
the planning process increased. Due to the DSS use, it be-
came possible to offer the customers the proposals regarding 
the time limits of the agreement execution, to significantly 
reduce the time required to construct the variants of works 
execution, evaluation, and selection. Previously, that took 
more than one entire working day.
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