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Hocaioxcyemovcs npo6?zema NPO2HO3YBANHS MepeHceso-
20 mpaqgixy y mepescax TCP/IP na ocnosi cmamucmuunux
danux cnocmepesicenv. Busnaueno, wo icnytoui npomoxoau
(SNMP, RMON) e nepedbanaiomv 00620mpusaozo npo-
2no3ysanns, axe € HeoOXionum 0aa modepuizauii mepesnci.
Pezpeciiini memoou (AR, ARMA, ARIMA, SARIMA), saxi
Jiexcamv 6 0CHO8I MPOMOKONIE, GUKOPUCMOBYIOMb JulLe
nOCH006HICMb 3HAUEHD NPOZHO306AH020 PAOY, WO YHe-
MONHCIUBIOE 00820CMPOKOBE NPOZHO3YEAHHA. 3POOIEHO
BUCHOBOK NPO 6i0CYMHICMb YHIBEPCANBHOZ0 edekmusnozo
Memody npoeHO3YEaAHHS UACOBUX NOCTIN08HOCMEN, AKUMU
onucyemocsa mpadix Komn’romepHoi mepesici.

Pospobneno modenv npoeno3y mepexrcesozo mpadixy
3 Ypaxyeamnam ocooaueocmeli HAKONUUEHHS CMAMUC-
MUMHUX 0aHUX: HASABHOCMI anpiopHux mpackmopii, ano-
cmepiopHozo xapaxmepy npozHO3YEAHHS, CKIHUEHHOCM
ducnepcii. 3acmocosyemvcs anapam KaHOHIUH020 PO3KAA-
danmnsa 6unaoko80zo0 npouecy 3 YpaxyeawHaAM HeoOHOpio-
nocmi mpagixy. Pospobénreno mamemamuunuii anapam
eupiumenns 3aoavi excmpanoaauii peanizayii, 00epicano
supasu 0 OUiHKU NOXUOKU eKCmpanonsauii, eupasu 0as
6i0meopenns anocmepiopnozo 6unadkKo6020 npouecy Ha
ocnoei modentosanns. Bpaxosyiomvcsa noxubxu anpiop-
HUX 6UMIPI06aHD, WO 00360J1€ 3ACMOCO6YBEAMU 3A3HAUCHY
MoOenb Y Mmepencax npu MiHiMymi 0iazHOCMUMHUX O0AHUX.
3abe3neuyemoca moune GUHAMEHHA naApamempie eunao-
K08020 npouecy y moukax KOHmpoao ma MiHiMym cepeo-
Hb020 K6AOpama noXudOKu HAOIUNCEHHA Y NPOMINCKAX MIdNC
UUMU MOUKAMU.

3acmocyeanns 3anponoHo6anoi Memoouxu Ha 0CHOG1
Kanoniunozo nodanns eunadxosux npouecié zabesneuye
supiuenns 3a0a4i 00620CMPOK06020 NPOZHO3YEAHHS Mepe-
aceeozo mpagixy. Iopisuanvnuil ananiz memooie npozino-
3Y6aHHA CEI0MUMD NPO HAOIUNCEHHA MEMO0Y KAHOHIUHOZ20
PO3KAA0AHHS 8UNAOK08020 NPOUECY 00 THMENEKMYATbHUX
Memooie npoeHo3yeanis

Knrouoei caosa: mepesxcesuitc. mpagix, npoenoyrouui
KOHMPOb, 6UNAOK0BUIL NPoYyec, KAHOHIMHEe PO3KNA0AHHA
8unaoK06020 npoyecy
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1. Introduction

A widespread emergence of TCP/IP networks requires
effective methods to study them. Forecasting of character-
istics of network traffic is one of the important tasks, both
for operational management of network parameters in real
time, as well as for the construction and optimization of tele-
communication networks. Network providers should be able
to forecast a number of requests (data volume) for future to
optimize resources, manage loading adaptively, and regulate
network parameters proactively. Thus, they will be able to
improve service quality.

In addition, DDOS attacks, the main tool of which is a
multiple increase in traffic, were and remain one of the most
serious threats to computer networks [1]. This forces provid-
ers to monitor traffic very closely and forecast an amount of
data that is being transmitted. In this case, parameters of a
forecast can be: a number of requests over a certain time, a
speed of requests arrival, a number of requests from a specific

source (network) or a number of requests to a specific desti-
nation, time between requests, etc.

Statistic data on network traffic is a time series where
specific values of time over a specified period (day, week,
month, year) correspond to specific values of a traffic pa-
rameter.

At present, SNMP protocol (Simple Network Management
Protocol) encloses computer network monitoring technologies,
as it is the most common multi-agent network management pro-
tocol used to obtain information from network devices about
their status, performance, and other characteristics. The proto-
col emerged in order to control routers at the Internet, which is
part of TCP/IP stack. An extension of SNMP is RMON pro-
tocol (Remote Network MONitoring), which controls a network
remotely. In contrast to SNMP, which collects information on
devices with a corresponding agent installed only, RMON col-
lects information on traffic between network devices.

The mentioned protocols complete the task of forecast-
ing over short intervals (seconds-minutes) successfully, but




do not provide long-term forecasting, which is necessary for
modernization of a network. Thus, the development of effec-
tive methods for a long-term forecasting of network traffic
based on statistical data remains an actual scientific and
applied problem.

2. Literature review and problem statement

Paper [2] outlines a general classification of methods for
forecasting network traffic. The authors share a whole range
of approaches to statistical, software and cognitive methods,
methods of data-mining and machine learning. Despite
a potentially promising prospect of artificial intelligence
methods, statistical methods remain the most usable and
effective to forecast traffic.

The forecasting theory of statistical time series includes
hundreds of different methods based on a rather limited
number of approaches and models. Thus, paper [3] considers
the method of forecasting by the last value (extrapolation of
the zero order). According to the method, we should take
X(to) as a forecasted value X(z,+6)

X(t,+6)=X(t,). )

In this case, a forecasted value does not depend on
forecasted time interval 0; only one point presents the
prehistory, it is the last value of X(¢y). The method does
not take into account probabilistic characteristics at all. A
forecasting error

e(t,+6)= X (¢, +8)- X (¢, +6)
in this case takes the form
e(t,+0)=X(¢,+6)- X (),

and its mean square at m,=0,

#2(6)= M{[X(t+9)—X(t)]2} _
=62 -2R,(6)+c2=2[c> - R(6)].

The simplicity of the method facilitated its wide ap-
plication. However, this method is unsuitable for effective
long-term forecasting of constantly changing network traffic
parameters.

Work [4] considers another approach, it is forecasting
by mathematical expectation. Here we use a mathemati-
cal expectation of m, process as a future forecasted value
X(t,+6): X(¢,+6)=m,. A forecast error for this case takes
the form e(0)=X(t+6) — m, and represents a deviation of the
process from an average one at moment ¢p+6. The mean error
does not depend on forecast time and is equal to the process
variance

7= M{[X(t0 +9)—m1]2}=0i.

The “last value” method is better for low forecasting time
values 6. However, after 62 at ¢*(8)=c>, the method of
“mathematical expectation” yields greater accuracy. Finally,
at oo, the square of a forecasting error is half less of a last
countdown on the average.

In forecasting of trends, we usually use regression and
auto regression (AR — Auto Regressive). For a linear model,
a forecast takes the form

Yur =by+0,(t+T),

where T is the depth of a forecast. People use polynomial,
quadratic, exponential, logarithmic, hyperbolic and indic-
ative dependences in addition to a linear one in practice.
Work [5] proposes a more interesting application of the lin-
ear autoregressive model that we can apply in a quasilinear
environment. The authors propose a multi-step recursive
forecasting method that combines the traditional linear ap-
proach to direct strategy and an auto regression procedure
that applies to each step of a forecast. Based on the results
of the study, the authors conclude that the proposed method
provides lower values of variance, although its value increas-
es depending on lead time of forecasting. Thus, we can con-
sider the approach as boundedly acceptable for a long-term
forecasting of network flows.

A base of a large group of forecasting methods, in par-
ticular, methods described in work [6], is the application of
moving averages (MA — Moving Averages). Here, we calcu-
late each forecasted value from formula:

- 1Y
Xin :ﬁzxw‘w 2
=1

where N is the number of previous periods included to the
moving average; &; is the actual value at time j; ¥; is the
forecasted value at moment j.

The moving average (2), in contrast to a simple average
for the entire sample, contains data on a trend of data change,
but it does not differ much from forecasting by mathematical
expectation in accuracy.

Recently, mixed (ARMA) models have been used more
often [7] for the description of time series. Their application
domain is not limited to stationary processes. In addition,
it is possible to reduce series with a specific homogeneous
non-stationarity to stationary ones and to describe them by
a modified form of ARMA model (Box-Jenkins model [8]).
In this case, an auto regression model describes a stationary
process, where a value of an indicator is a linear combination
of a limited number of its previous values and a random com-
ponent. For example, we can represent the process AR(p) in
the following way

Yy=ay ,tay  ,t..+ay _,+

+e,+be,  +be, y+..,+bE, . 3)

In ARMA-model (3), only AR-part determines the sta-
tionarity of ARMA(p,q)-process. Therefore, disadvantages
of the approach are the same as for the AR-process.

Paper [9] considers auto regressive integrated moving
average models (ARIMA). Their base is the assumption
that the data generation process is linear and they describe
a stationary process. Attributes of such a process are: an
order of autoregression (p), a necessary order of integration
(d) and an order of the moving average in a model (g). Work
[10] shows that such models are close to intelligent meth-
ods of forecasting in accuracy for short forecasting periods
(1-5 steps). However, the use of current statistical values
of statistics for a forecast only and ignoring the history of a
process makes them ineffective in a long run.



Further improvement of considered ARMA and ARIMA
models is SARIMA model [11], which takes into account a
seasonal trend of SARIMA data (p, d, ¢)<(P,D,Q)S, where p
is a non-seasonal AR order, D is a seasonal coefficient, Q is a
seasonal MA order, S is a seasonal period. Season consider-
ation is one of the most effective ways of ensuring sufficient
accuracy at significant time intervals. However, in this case,
a forecasting process is more complicated due to the need to
ensure the accuracy of determining a seasonal component.

In addition [10] to the methods that relate to artificial
intelligence, the method of group arguments consideration
(MGAC) [12] deserves an attention. The method solves all
optimization questions by examining options among models
based on training and verification data sequences. It does
not use information on laws of information distribution.
Several “partial” descriptions replace the full description of
an object @=f1(x1, X9, X3,..., X,)

y1=f1(x1, X2), Yo=f1(x1, x3), ooy Y =[1(Xnet, X), 4)

21=f1(y1, ¥2), 22=/1(Y1, Y3), s 20~/ 1 (Y-, Ym), )

where m=C?, p=C..

There are heuristic criteria used for boundary self-se-
lection of the best variants in (4) and (5) successively:
according to the coefficient of correlation, according to the
criterion of variety of arguments, according to the criterion
of conditionality of matrices and, most importantly, accord-
ing to the criterion of the minimum standard error (ASE
minimum). We should use ACE minimum successively sev-
eral times for the selection of optimized variables. All other
variables are auxiliary and have a purpose of reducing a vol-
ume of calculations. MGAC provides such selection of coef-
ficients of partial equations, at which it is possible to achieve
ACE minimum in the space of these coefficients. In this case,
we determine coefficients of a complete equation by elim-
ination of intermediate variables from “partial” equations.
However, if a learning sequence is limited or short, some
arguments and intermediate variables are harmful, which
requires introduction of additional procedures for selection
of equations and reduces accuracy of a forecast.

The analysis of the considered forecasting methods
makes it possible to conclude that most of them do not take
into account the dependence of a forecasted value on other
already known additional factors. Specifically, auto regres-
sive methods (AR, ARMA, ARIMA, SARIMA) do not use
any auxiliary data except for a sequence of values of fore-
casted series. Such a forecast model is sufficiently effective
for short intervals; however, it is ineffective for long-term
forecasting.

Neural networks algorithms and MGAC, as static mod-
els, cannot take into account the inertia of an object, but
they work well on nonlinearity and multidimensionality.
Another disadvantage of the algorithms is that we cannot
apply them beyond limits of statistical data, that is, in order
to implement them, in any case, a certain amount of pre-
liminary information about a system behavior is required.
Therefore, after consideration of a nature of a potential use
of the method of forecasting network traffic as a process
with a significant aftereffect, we can consider a use of the
mentioned methods as problematic.

Upon an analysis, we can conclude that there is not
any universal effective method for long-term forecasting
of time sequences, which describes traffic of a computer

network, at present. In one case, forecasting accuracy is
suitable for short periods (seconds, minutes) only. In the
other, complexity of calculations does not make possible
to implement models on most network devices in real time.
In addition, auto regressive methods do not use historical
statistics that accumulate in the process of network op-
eration.

Therefore, it is necessary to solve the problem of devel-
opment of a methodology for long-term forecasting of time
series taking into account the features specified above.

3. The aim and objectives of the study

The aim of present study is to substantiate the method
for forecasting network traffic based on an approach that
takes into account both a history of development of a pro-
cess in general and an individual behavior of a trajectory
of time series.

We set the following tasks to achieve the objective:

— development of a model to forecast network traffic;

— formation of parameters of an analytical description of
an a priori random process and the methodology of forecast-
ing a posteriori random process;

— modeling and evaluation of effectiveness of the results
obtained.

4. Development of a model for forecasting network traffic

The study of volumes of network traffic indicates the
existence of daily, weekly, and annual cycles (Fig. 1), which
makes it possible to use this information along with opera-
tional statistic data on traffic.

A feature of long-term forecasting of network traffic is a
possibility of taking into account previous trends based on
existing statistics on a load of servers and network equip-
ment and existence of “individual” trajectories of a system’s
performance.

Traffic, Gbit/s

0.0
0 12 24 36 48 60 72 84 96 108 120 132 144 156 168
Time, hours

Fig. 1. Typical dynamics of network traffic within a week

To specify a task for each of elementary events, which we
understand as averaged observational data during a certain
period (a week) ®eQ(t,,8), it is necessary to put some
quantitative sign of a state e, (s),¢, <s<t,+6 at unambig-
uous correspondence. e, (s) will be implementation of some
random process of a change in parameters of traffic in time.
Thus, the forecasting model will be the random process E(¢)
on the interval ¢, <s<t, +6.



Upon determining a certain region of acceptability Ey, a
network administration task will be to avoid intersection of
any implementation of a random process E(¢) and limits of
a region of acceptability Eya in time interval ¢, <s<t, +6:

e,(s)eE,, t, <s<t,+6. (6)

Paper [13] shows that there is a single-valued connection
between a random process E(¢) and a random function T(e).
That makes it possible to use a probabilistic description of
T(e) function instead of an initial E(z) random process for
models of traffic forecasting. Thus, for the task of deter-
mination of a traffic behavior, one can consider a certain
scalar random function Ti(e), which determines random time
before the first intersection of E(¢) random process of an ar-
bitrary surface given by the value of restrictions of e vector.
The principle of determination of time T for a specific trajec-
tory on an example of implementation of a scalar process E(¢)
with a region of acceptability Ey=[a, b] (Fig. 2).

A T

E(t) €, (t)_ < ATw ://

N 4

v

0 t t+6 t

Fig. 2. Forecasting the traffic

The presented statement of the problem is somewhat
idealized, since it does not include measurement errors
associated with various fluctuations, but we can use it for
further solution of the problem of individual forecasting.
Real processes of a network traffic behavior are extremely
varied and complex enough, since they depend on a large
number of factors and conditions. However, we can identify
some common features for this type of random processes: un-
steadiness of a process, presence of a significant aftereffect,
multidimensionality, and existence of a connection between
separate implementations of a random process.

To determine appropriate time for the beginning of
implementation of measures aimed at regulation of traf-
fic (neutralization of a DDOS attack), it is necessary to
solve the problem of individual forecasting of its time
trajectory. In this case, we can use data on observations
on parameters of traffic that form a vector of parameters
X=(Xy, X»,..., Xp) as data inputs. There is a region of ac-
ceptability Sodefined for values of this vector. Execution of
the condition X€Syin it means that a network is operating
in its normal mode. An occasional process X(f) emerges
at a change of a value of a parameter vector in time, it
describes evolution of network parameters in time. Let us
also define that X(¢) process is determined statistically on
the time axis at £>t{, and the moment ¢; corresponds to the
moment of the beginning of observations at a given time
interval (day, week, month, etc.).

Let us assume that for a specific observation (specific tra-
jectory) , a control moment of observation #;>t{ is defined,
then information on o parameter is given by implementation
interval x,(t) €Sy, t1<t<t; of a random process X(¢), which can
be obtained from the data on traffic monitoring.

In this case, we can formulate the problem of individual
forecasting a traffic performance as the problem of determi-
nation of a posterior (conditional) law of time distribution of
the output of a process X(¢) outside a region of acceptability
So relative to implementation x,(¢), that is, as a task on de-
termining probability

P (s)=P{X(s)eS,/x,(t)}, t,st<t,s>t,. (7)

Expression (7) is a conditional probability that a
specific trajectory o is guaranteed to fall into the domain
s>ty, if, by the moment of time #;, inclusively, the imple-
mentation x,(t), t1<t<t; determined its state. That is, we
solve the problem of individual forecasting of a trajectory
of network traffic.

The mentioned features determine approaches to solv-
ing a problem on individual forecasting. The main of them
are: analytical solution and statistical modeling. Appli-
cation of classical methods of extrapolation of random
processes involves a point estimation of a future value of
implementation at some point in time s>t only. This does
not solve the complete problem of forecasting of a behavior
of a trajectory (7).

Methods, which include the following steps, are more
suitable to solve such a problem:

1. Obtaining an analytical description of the investigat-
ed random process X(¢) suitable for further modeling.

2. Development of an algorithm that takes into ac-
count a value of a specific implementation x,(t), t1<t<t;
and construction of a posteriori random process X?5(s),
s>ty on its basis.

3. Modeling of a set of implementations of a posterior
process XP5(s), s>t; and obtaining of characteristics of such
a process on its basis.

To obtain a universal and convenient method to solve the
problem, it is expedient to use an approach based on the rep-
resentation of the examined process by the following model

X(t)= m(t)+gvv¢v (¢), 3)

where m(t) is the mathematical expectation of a process; @,(t)
are the non-random (coordinate) time functions; V,, are ran-
dom, non-correlated coefficients (M[VV] =0, M[VV,VP ] =0,
vEWN).

This representation, proposed in work [13], makes it pos-
sible to apply it to any real random process, which is useful in
view of a large variety of behavioral variants of random net-
work traffic processes. Papers [14, 15] propose a description
of random processes based on some canonical representation.
Expression (8) describes its general meaning. In this case,
it is possible to highlight main properties of such represen-
tation, which make the approach acceptable to describe a
network traffic performance.

5. Formation of parameters of a scalar a priori random
process

Let us assume that we have a scalar random process X(¢)
given by a random sequence X(¢;)=X(i), i=1,1 of eigenvalues
in discrete observation series ¢;. At the same time, its canon-
ical representation takes the form

X (i)=m(i)+ ZV¢ (i) i=11, )



where V, is a random coefficient with the following charac-
teristics M[VV] =0, M[VV,Vu] =0, oW O, (1) is anon-ran-
dom coordinate function, ¢,(v)=1, ¢,(i)=0 at v>i.

We can write expressions for variance and correlation
functions as

i

D(i)=Y.D,0:(i), i=11I; (10)

inf(i,f)

D(i,j)="Y, D,0,(i)o,(j).

o=1

11

Work [15] states that determination of canonical repre-
sentation’s elements by the following recurrence relations
provide optimal properties of a canonical representation:

i-1

Vi=X(1), V.=X(i)-3Vo,(i) i=21; 12)
o=1

D,=D(1), D,=D(i)-3 D¢’(i). i=2T: (13)

¢Z,(i)=DiM[VZ,5((i)], v=11, i=ol. (14)

v

Thus, expression (9) provides a solution to the problem
on modeling a scalar process with dependent components. As
follows from expression (14), the only restriction imposed on
the investigated random process is finiteness of variance of a
random process. This is performed usually for real processes
of study into network traffic, which ensures universality of
the method of canonical representation of random processes.
At the same time, expression (9) defines a random process
at points of observation ¢; precisely and provides a minimum
of standard approximation error in the intervals between
these points. Consequently, the canonical representation of
random processes can provide a solution to the problem of
forecasting a network traffic (7).

6. Forecasting of a network traffic based on the canonical
representation of a linear scalar a posteriori process

Let us determine an a priori random process X(¢) as a
canonical representation (9) on a discrete number of points
t;, i=1,1. to solve the problem on obtaining an analytical
description of a posteriori random process at the apparatus
of canonical representation. Let us assume that at some
moments £, w=1k, k<I, which coincide with moments ¢
in determination of a process for i<k, as a result of control
we obtain values of x(p), w=1%k of a segment of specific
implementation of the process X(¢). Than we need to obtain
a description of a posteriori analytical process XP5(¢), which
arises from a priori X(¢) on the basis of observational data.

We can obtain the description as follows. Let us consider
a value x(1) of the implementation of the process obtained
as a result of control. Representation (9) is correct for this
value, which takes the form at p=1

x(1)=m(1)+o,. 15)

Thus, expression (15) specifies a value v; of a random
coefficient Vi, which corresponds to the result of the first
observation.

Coefficients V;, i=1,I of the canonical representation (9)
are not independent although they are uncorrelated to each
other. Therefore, specification of V; value leads generally to
a change in distribution density of the remaining coefficients
Vi, i=2,1. To obtain an analytical description of a posteriori
process that is valid within the correlation theory, let us
assume that coefficients of the initial representation (9) are
pairwise independent:

L(o0;)= @) 4(2,), i=11-1 j=i+1L (16)

We use this assumption and substitute the value V; ob-
tained in (15) in formula (9). We obtain an expression for a
posteriori random process, which passes through the point
x(1) at moment i=1:

X(l)(i):m(i)+(x(1)—m(1))¢1(i)+ng(])v(i), i=1,1. (17)

A mathematical expectation of such a process will take
the form

m" (i) =m(i)+(x (1) - m(1))o, (i), i=11. (18)

We can take an advantage of this and find

X"(i)=m" (i)+ EVM (i), i=11. (19)
v=2

If we obtain the following value x(2) of the same pro-
cess implementation under a regular control, then represen-
tation (19) is correct for this value, where

x(2)= m" (2)+0,.

We repeat the operation for the case p=1 and obtain

m® (i) =m" i)+ (x(2) - m" (2))o, (i), i=1T; (20)
X(2)(i)=m(z)(i)+in¢U(i), i=1,1. 1)

Taking into account the recurrence of expressions for
mathematical expectation of a posteriori random process,
a general expression for an arbitrary number £<I of control
points takes the form:

m® (i) =m" (i) + (x(k)-m"(i))o, (i), i=11;  (22)

XW(i)=m" i)+ 2 V.o, (i), i=11I.

v=k+1

(23)

Thus, expressions (22) and (23) completely describe a
linear a posteriori process, where expression (22) is a mathe-
matical expectation of this process at ¢; points.

Expression (22), as a conditional mathematical expec-
tation, is an extrapolation operator, it is optimal for the
minimum criterion of a standard error in the class of linear
operators. At the same time, a standard error of extrapola-
tion will be

6, (i)= \/M[{m(k)(i)—X(i)}Q], i=k+Ll,

(24)



where the expression m(k)(i)—X(i)}, i=k+1,1 is an abso-
lute error of extrapolation at £ known values of control.

The operator of mathematical expectation M|e] in (24)
means averaging over all possible realizations of an output
random process (9). It is advisable to perform the averaging
in two stages: initially over the ensemble of implementations
of a posteriori process by a fixed known part of implementa-
tion, and then - over all possible realizations at i<k:

o} (i) = M M, {m® (i) = X (i) ()0 = 1R} } =

-m{ 3 Dei(0) =00, =11

v=k+1

(25)

Thus, a standard extrapolation error is equal to the vari-
ance of a posteriori process.

We compare expressions (10) and (25) and establish that
p® (i)< D(i), k<i<lI, since there are no first £ members from
an expression (10) in (25). In this case, a degree of reduction
of a posteriori variance serves as a measure of efficiency of
the solution to the extrapolation problem relative to the a
priori one.

Thus, expression (22) makes it possible to resolve the
problem of extrapolation of implementation optimally, ex-
pression (25) — to evaluate an error of extrapolation, and ex-
pression (23) — to reproduce a posteriori random process in
general based on modeling. The indicated linear analytical
model of a posteriori random process based on the canonical
representation can solve the problem of long-term forecast-
ing of network traffic.

7. Modeling and discussion of results of application of the
method for forecasting network traffic

We studied the efficiency of forecasting on the basis of
an apparatus of the canonical expansion of time series of
network traffic through modeling. We used the statistics
of total traffic of an enterprise’s local network node based
on observations collected using WireShark 2.2.7 software
package by DNS, FTP, FDDI, HTTP, 1SQ, IRV6, IPH,
IRC, MAPI, MOUNT, NECIBIOS, NFS, NNTP, POP,
PPR, TCR, TELLNET and X25 protocols as the source
data. The period of observation was a calendar week. We
averaged the obtained statistical data averaged for two-hour
intervals during a day (Fig. 1) for convenience of processing
and visibility of the identified trends.

We applied the forecasting methodology (9) to (23) to
the process. Fig. 1 shows its implementation. We took the
points of time series, which correspond to a separate tra-
jectory of observation 1 (Fig. 1 — a blue curve), as initial
values of observations. We selected the mentioned curve
as a control one, and the initial values of a time series — as
the initial data of observations, which correspond to =2, 4,
6, 8 hours of observations.

Fig. 3, a shows work of the forecasting algorithm at =2
hours. As we can see, the knowledge of only one value of
implementation makes it possible to recreate the process (the
effect of a curve of mathematical expectation) in general.
However, specific values of forecasted traffic are very dif-
ferent from the actual ones (a control trajectory). A physical
content of the above is that if we know average parameters of
network traffic and an entry point to a forecast, we can pre-
dict future performance of a system with sufficient accuracy.

That is, a device “selects” a necessary trajectory of a system
behavior itself depending on an entry point and an average
trajectory. The accuracy of the result, as we indicated, lies
within the variance of a random process.

An increase in the number of observations to ¢=4,
6, 8 hours (Fig. 3, b) increases reliability of further forecasting
and we can speak about meeting condition (7) at =8 hours.

P (s)=P{X(s)eS,/x,(¢)} 20,95, i=k+11I
at
0<t<8s5>8.

That is, probability of an error in selection of a correct
trajectory depends on the number of observed initial data.

Interesting is the moment of studying the method on a
subject of forecasting the anomalies of network traffic. The
red trajectory has a characteristic “spike” for a period of
60...72 hours in Fig. 1. Application of the proposed method
with the initial data of the specified trajectory according
to data on the first 2 hours (Fig. 4, @) with a general back-
ground of the process (Fig. 1) reproduces an anomaly cor-
rectly generally, although with significant deviations from
the control curve. An increase in the number of observations
to =8 hours leads to the minimum deviations from the tra-
jectory (Fig. 4, b).
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Fig. 3. Forecast of network traffic
(— forecast; — comparable trajectory; --- an average value):
a—t=2h; b— =8

At the same time, it is logical to assume that in this case,
forecasting accuracy will depend too much on the behavior



of a trajectory, which leads to abnormal traffic, as well as a
frequency of observed anomalies. Therefore, this situation is
unlikely to be repeated on any interval since it is not known
in advance when the abnormal release will actually occur.
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Fig. 4. Forecast of traffic anomalies
(— forecast; — comparable trajectory; --- average value):
a— t=2h; b— =8 hours

It is necessary to perform statistical consideration (ac-
cumulation) of abnormal behavior and implementation of
the method based on short-term forecasting to implement
possibility of forecasting of anomalies. As for AR and MA
methods, in this case, only short-term intervals (seconds,
minutes) will be effective, which is not very effective from a
practical point of view.

We performed modeling with a use of the statistical test
method to compare the accuracy of forecasting by the method
of canonical decomposition of a random process with previ-
ously considered methods. We took an average absolute per-
centage error MAPE — Mean Average Percentage as the cri-
terion for evaluation and calculated it in terms of expression

X -X,
X,

i

MAPE =

)

100 %
=X

no G4

where X; is the current value; X'i is the predicted value of
a variable at moment i; # is timeliness of a forecast (steps).

As expected, we observed the most significant deviations
(up to 65 %) at forecasting of traffic by an average value. Er-
rors are charges for simplicity and reliability of the method at
this approach. In general, it is possible to use such a method
for rough estimation of network parameters only.

For the study of the canonical decomposition method
in comparison with other methods of forecasting, we used
capabilities of Wolfram Mathematica 11.0 package. In par-
ticular, we developed an appropriate software tool for its
implementation based on the initial data of Fig. 1 and me-
thods (9) to (23). In addition, we used standard capabilities
of the package to determine parameters of ARIMA (6, 1, 0)
models with further determination of values of an absolute
error of MAPE forecast. Auto regression models and models
of moving averages MA, as well as an average value forecast-
ing, also yield sufficiently large forecast errors of 35-50 %.
That is explained by the non-stationary nature of a process
and the presence of a seasonal component. We obtain some-
what higher accuracy (MAPE=20-35 %) when applying
ARIMA models (with weak seasonality) and SARIMA (in
the case of significant seasonal effects).

We developed 3 modules of a program, which differ in
criteria for selection of appropriate models — “regularity”,
“minimal shift” and “absolute immunity to noise”, to study
the method of group consideration of arguments. This ap-
proach provides accuracy at the level of 12-15, 10-12 and
8-10 %, respectively, depending on selection criteria.

A comparative analysis (Table 1) of forecasting methods
by MAPE indicator makes it possible to conclude that the
method of canonical decomposition of a random process is
close to intelligent methods, in particular to the method of
group consideration of arguments.

This feature exists not only due to precise characteris-
tics of the methods, but also due to the general paradigm.
As with intelligent methods (artificial neural networks, the
method of group consideration of arguments), there is an idea
of recognition and “selection” of the most expedient trajec-
tory used in the method of the canonical decomposition of a
random process. At the same time, the possibility of appli-
cation of the method at intervals not covered by statistics
or under conditions of insufficient amount of output data,
provides for certain advantages over intellectual methods.

Table 1
Comparative analysis of forecasting methods

Average deviation
Forecasting method . from contrgl
implementation
(MAPE), %
By an average value 35 65
(mathematical expectation)
By a moving average 20..50
(MA, ARMA, ARIMA,...)
Method of group consideration of arguments 8..15
Canonical implementation of a random 6.12
process

Thus, the modeling results confirm the adequacy of the
forecasting model of a process of change of network traffic,
which is based on the idea of forecasting an individual tra-
jectory of a random process. The model takes into account
errors of a priori measurements, defines a random process at
control points accurately and provides a minimum standard
error of approximation in intervals between these points.

It is possible to use the proposed approach as a static
model, while it can take into account inertia of an object,
work out nonlinearities and multidimensionality. Another
advantage of the proposed metho d ology is that we can
apply it beyond the limits of statistical data based on the



consideration of previous information on the behavior of a
system only.

The disadvantage of the approach is the dependence of
forecasting results on the amount of statistical information.
This circumstance limits its use for forecasting network
anomalies. It is increasingly “more difficult” to forecast a
future abnormal value of traffic with significant amounts
of method statistics, because calculations of variances and
correlation functions are performed on a complete statistical
sample. It will be increasingly difficult to recognize changes
in seasonal trends having large volumes of statistical data of
the method. In addition, using a complete sample requires
significant computing resources, which is not always possi-
ble for stand-alone or small-sized networks without central-
ized management.

The way out of such situation can be:

1) parallel application of auto regressive methods or
methods based on artificial intelligence for forecasting of
anomalies;

2) artificial reduction of a sample size (a number of ob-
servations) by cutting off old sequences when the new ones
appear.

The indicated aspects of the application of the method-
ology should become a subject for further research in the
specified direction.

8. Conclusions

1. Long-term forecasting of network traffic parameters is
one of the necessary elements of analysis and optimization of
telecommunication networks with the aim of more rational
use of resources, network load management and protection
against DDOS attacks. The basis of such forecasting can
be results of observations on the behavior of network traf-
fic during a day, a week, a month, a year. Forecasting of
traffic parameters by classical auto regressive models (AR,
ARMA, etc.) is impossible due to the presence of a seasonal
component in the process. Requirements for reliability of
the accumulated statistics increase significantly at applica-
tion of more sophisticated models (such as SARIMA). For

processes with dependent components, we can resolve the
problem of finding of unknown future values on the basis of
the canonical representation of a random process model. The
only limitation imposed on a random process under investi-
gation is finiteness of its variance.

2. An analytical description of an a priori random process
based on its canonical representation determines a process at
the control points exactly and provides a minimum standard
error of approximation in the intervals between these points.
The method of forecasting a posteriori random process uses
an extrapolation operator, which is optimal for the criterion
of minimum standard error. Its base is a conditional math-
ematical expectation determined by the assumption of a
pairwise independence of random coefficients of the initial
representation of an a priori process.

3. The modeling results confirm the overall effectiveness
of the approach to forecasting traffic parameters based on
the canonical decomposition of a random process. At the
same time, due to the accuracy of forecasting, the proposed
method is close to methods of artificial intelligence, although
it requires much less computing power. In order to imple-
ment a possibility of forecasting the anomalies of network
traffic, we need to apply statistical consideration (accumu-
lation) of abnormal performance with further involvement
of short-term forecasting methods. In the proposed general
model of the forecasting of time series, errors of a priori mea-
surements affect a value of the mathematical expectation of
a posteriori process only. Therefore, we can define an error
of an individual forecast arising from measurement errors
of measurements of values of controlled implementation as
a difference between mathematical expectations of real and
ideal a posteriori process.

Implementation of the mentioned approach by providers
and telecommunication companies will make planning of
distribution of network resources more flexible. It will im-
prove the quality of customer service and make it possible
to take measures to counter cyber-attacks. The direction of
further research in this area may be a wide range of issues
for improvement of the method to ensure possibility of fore-
casting on an interval outside the available statistics, under
conditions of high noise of source data or its partial lack.
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