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Oc1061010 NPoONEMOI0, WO BUHAUAE eheKmusHicmb cucmem
€K0J10214H020 MOHIMOPUHZY, € HEOOCMAMHS O00TPYHMOBAHICMD
YNPAasIHCOKUX pillettb w000 KOPEKyii exooeivthux cumyauii. B
maxux ymosax HeoOXioHuM € popmanvruil ynisepcarvnuil 6asuc,
wo onucye ingpopmauiiino-ananimuuny cucmemy (IAC) exonoeiu-
H020 MOHIMOPUH2Y.

s po3pooxu ma onucy cxnaody i cmpyxmypu IAC 3acmocoea-
HO eJjleMeHmU meopii HeuimKoi J102iKu ma HeUimKUX MHONCUH Mma
Memoou cucmemnozo ananizy. Ha uiit ocnosi cpopmosano meo-
pemuuny 0cHo8Y 0 po3podKu ynigepcanvnoi cmpyxmypu IAC
€K0J102111H020 MOHIMOPUHZY. 3ANPONOHOBAHO MEOPEMUKO-MHO-
HCUHHY MOOENb THPOPMAUITHO-AHANIMUUHOT CUCEMU eKO0102i -
HO020 MOHIMOPUHZY aAmMMOCPeEPHO20 NOGIMPsA HA MYHIUUNATILHO-
My pi6Hi, W0 6KNIOUAE NiOCUCMeMU MOHIMOPUH2Y napamempis
ypobocucmemu, niompumxu npuiinamms piwensv, iHpopmauiinui
Komniexc «6asa 0anux napamempis - 0a3a 3HAHb CUMYAUTL>.

IMiocucmemy niompumxu npuinsmms piuwerv npeocmagieHo
AK MOOeNb NOWYKY piueHsb, WO 6UHAMAE 00NYCMUMI nepemeo-
PpeHns cumyauiil i Habip cmpameziil 3ACMOCYBAHH UUX NEPEMEO-
PeHb 015 BUPTUEHHS 3A0a4] YCYHEHHS HECNPUSIMIUGOT CUMYauii.
Po3pooaeno adanmusny newimky mooero po3Ni3HABAHHA cumya-
Uil Yy npoueci MOHIMOPUH2Y eK0JL02IMHOI 06CMAH08KU, WO 00360~
€ npooyxkyeamu Odiaznocmuuni euchosxu. Ilpoyec diaznocmu-
KU npedcmasnieno nocaiooéHicmio 0iil, wo 6KJII0UAE MPU emanu:
8CMAHO0BIIEHHA KPUMUMHOCTI OJ151 KOIHCHOT 03HAKU, W0 Npedcmas-
JIE CUMYAUito; GUIHAUEHHS CMYNEHI0 KPUMUUHOCHI; HAOAHHSA
ninegicmuunoi o3naxu. Ilepesazoro 3anpononoeanoi apximex-
mypu TAC € mooxcrusicmv weuoxkozo macumadyeanns cucme-
Mu niompumxu npuiinamms piwens. Ile docsieaemoca 3a paxy-
HOK MPOCMO020 PO3WUPEHHS CJIOBHUKA O03HAK, cumyauii i 6asu
3HAHb, A MAKONC, ZHYUKO020 HANAWMYBEAHHA OA3U 3HAHL WTAXOM
KopeKuii 8azo08ux KoeQiuicHmie ejieMeHMAapHUX NOCUNOK Npa-
eun. Cihpopmosano 3azanvhuili onuc inpopmauitinoi mexmonoeaii
MOHIMOpUHZY MA NIOMPUMKU NPULHAMMS ONEPAMUBHUX PilleHb
w000 Kopexuii exonoziuno nede3newnux cumyauii. Ompumano
pe3yabmamu HACMPOOBAHHS HEeUimKOi M00esi PO3Ni3HABAHHS
cumyauii Wasaxom excnepumMeHmailbH020 Ha6HaAHHI CUCTEMU HA
NPUKAA0AX — KOHKPEMHUX Pe3ybmamax Cnocmepexcets 3a cma-
HOM ammocpeprozo nogimpsi. Bcmanogaeno 30amuicme cucme-
MU 00 CAMOHABUAHHSL, WO Y KIHUEBOMY 6UNRAOKY 00360aUMb 00OME-
HCUMU 3ANYHUEHHA PEANLHUX PI3UMHUX 0CIO Y AKOCMI excnepmis 3
OUIHIOBAHHS €KON0IUHUX CUMYauiil 3a PpaxyHox asmomamu3auii
npouecy diaznocmuxu

Kniouoei cnosa: exonoziunuii monimopune, ingpopmauiino-
anamimuvHa cucmema, mMooesb, PO3NiZHAGAHHS CUMYauiil, nio-
mpumra npuiinamms piuets, iHopmauiiina mexnono2is

u] =,

1. Introduction
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directly related to quality management of environmental

components [1, 2]. According to the results of a number

One of the problems in attempts to increase the efficien-
cy of environmental monitoring systems is the imperfection
of observation and evaluation subsystems. This leads to
the insufficient validity of conclusions in the management
decision support subsystem. At the same time, the latter is

of studies conducted on the example of a specific techno-
genically loaded urban system [1], the basic reasons of the
imperfection of the system of environmental monitoring of
atmospheric air at the municipal level are determined, name-
ly, the lack of:
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— differentiation of observation posts by the nature of the
information obtained;

— proper expert evaluation of observation results;

— forecasting of weather conditions that form atmospher-
ic pollution and warning of the population and industrial
facilities about dangerous weather conditions;

— structured database of the monitoring system;

— wide public access to the analysis observation results,
understandable to all segments of the population.

By the destructive effect, these basic reasons of imperfec-
tion form certain negative consequences, which ultimately
affect the efficiency of the management decision-making
subsystem in the system of environmental monitoring of
atmospheric air. Meanwhile, the system of environmental
monitoring of atmospheric air has a certain level of hierarchy
and includes subsystems. The latter are separate and com-
pletely independent elements. The logical combination of
functional features of subsystems will allow raising the level
of reasonableness of management decisions aimed at correct-
ing environmental situations. At the same time, the problem
of intelligent support of the process of producing diagnostic
conclusions in the automatic mode is relevant.

Thus, the development of intelligent management deci-
sion support in the structure of the information-analytical
system of environmental monitoring and the appropriate
information technology is an urgent problem.

2. Literature review and problem statement

To solve the problems of management decision support,
the information-analytical systems (IAS) are developed.
The system approach to the design of a complex IAS in the
early stages involves the development of conceptual and
mathematical models that should reflect the composition,
structure and architecture of the system. The authors [3] note
that real-time management and decision support systems are
based on complex modeling and require the use of additional
software modules to ensure compliance with the prescribed
terms. The paper proposes the reference architecture of the
integrated decision support system. But the architecture of
the system is described verbally, without the use of a math-
ematical apparatus, which leads to limited opportunities for
repetition and scaling. Therefore, the problem of formalization
of the decision support system is unresolved. In [4], it is also
noted that large-scale environmental monitoring, early warn-
ing and decision support (EMEW D) systems should process
massive flows of sensor data in real time. The paper estimates
the suitability of four data models and the corresponding
database technologies — the MongoDB document database,
the PostgreSQL relational database, the Redis dictionary
data server and the In fluxDB time series database — as an
operational database for the EMEWD systems. The answers
to the questions of how it is better to implement time series in
this data model, what are permissible limits of the operational
database volume and performance limitations for different
types of databases are obtained. However, the development
of models and algorithms of rapid processing of the obtained
data is not considered in the work, which essentially narrows
the possibilities of practical use of the results described by
the authors. In [5], an innovative environmental monitoring
platform based on cloud computing and BigData processing
technologies is proposed. The prospects of the chosen ap-
proach are shown. The paper forms a conceptual approach, but

there is no formal description of algorithms and mathematical
support of recognition of adverse environmental situations. In
[6], it is also emphasized that BigData technologies, as well as
expanded use of cloud computing and high-performance com-
puting, create new opportunities for the knowledge-intensive
information. As in [5], the authors [6] discuss the possibilities
of using new information technologies, but do not offer spe-
cific solutions with the description of models and algorithms
of situation recognition. The paper [7] describes the ontology
model that is designed for river water quality monitoring. At
the same time, it is possible to present the semantic properties
of river water quality data and build semantic value among
various concepts related to river water quality monitoring. By
combining the ontology model with the water quality assess-
ment method, it is possible to obtain reasonable and complete
information on water quality assessment. In this paper, the
authors propose the ontology model of the domain, but do not
offer a model of the analytical system. In [8], the approach to
analytical decision support based on the integration of OLAP
technology and formal conceptual analysis is described. The
analytical model is constructed as a grid of formal cubic
concepts. The model includes all possible combinations of the
analyzed objects and allows manipulating them to make deci-
sions. However, modification of the set of formal concepts can
be a problem when trying to scale the system. The paper [9]
deals with the development of the GroundWater spatio-tem-
poral data analysis tool (GWSDAT). The spatio-temporal
model is used for adequate interpretation of the interaction of
measurement results — space and time series of groundwater
solution concentrations. The graphic user interface can be
used for the fast, interactive trend analysis with simplified
reporting for a wide range of users. Open and decentralized
technologies provide more and more opportunities for analysis
and automated decision support for different types of users.
However, environmental decision support systems (EDSS)
are often targeted only on scientific and technical users, that
is, a narrow range of decision makers. This excludes both the
participation and the indirect influence of ordinary users in
the decision-making process. In such contexts, EDSS need to
be adapted for meeting various user requirements to guaran-
tee that it provides relevant, convenient and up-to-date infor-
mation for decision support for different types of participants.
To address these problems, the paper [10] presents the basis for
EDSS development, which emphasizes a better understanding
of decision-making structures and iterative design of the user
interface. However, there is no formalized representation of
the system providing such a service.

Literature review shows that there are methodological
problems in constructing environmental monitoring sys-
tems. In particular:

— the lack of a single conceptual basis for constructing
information technologies and monitoring systems that func-
tion in various conditions of application and purpose;

— complication of a single formal description of various
physical phenomena and processes through the application
of various mathematical apparatus for various purposes of
analysis;

— the presence of a large number of data representation
forms and, consequently, types of models for presenting
knowledge about the monitoring object due to the existence
of various specialized approaches.

The analysis shows the obvious need to use modern
principles based on promising intelligent information tech-
nologies for the automated collection, integration and com-



prehensive analysis of all types of information that charac-
terizes the state of an ecosystem.

So, the problem of developing a versatile structure of the
information-analytical decision support system is not fully
solved. This requires, first of all, a formal basis describing
the composition and structure of such a system. In addition,
it is of interest to develop a sufficiently versatile model of
recognition of critical situations.

3. The aim and objectives of the study

The aim of the study is to develop intelligent manage-
ment decision support in the structure of the IAS of envi-
ronmental monitoring.

To achieve the aim, the following objectives should be
accomplished:

—to develop a formal description of the set-theoretical
model of the TAS of environmental monitoring;

— to develop an adaptive fuzzy model of recognition and
determination of the criticality of environmental situations
and the information technology of monitoring and decision
support, which complements the description of the IAS ar-
chitecture;

— to carry out practical testing of the experimental mod-
el of the model of recognition and diagnostics of environ-
mentally dangerous situations on the example of a specific
technogenically loaded urban system.

4. Methodological basis of development of decision
support in monitoring systems

Experience in the development of monitoring systems of
complex processes shows that the monitoring system should
provide the following functions [11]:

— collection of data on primary process parameters;

— real-time simulation of the most important processes;
indirect measurement of parameter values that are unavail-
able for direct measurements and displaying of measurement
and calculation results on user monitors;

— conversion of the values of the primary process param-
eters into the values of the situation features;

— situation recognition and support of operational deci-
sions on the situation correction;

— short-term forecasting of events; periodic refinement of
model parameters and knowledge base replenishment;

— maintenance of the monitoring database and history of
messages and recommendations for users.

In addition, when developing a monitoring system, it is
necessary to be guided by the following basic principles:

1. Organizational, informational and functional unity of
the monitoring system, which is based on:

—a unified system of ¢l assification of environmental
situations, indicators and criteria for the ecosystem state
assessment;

— basic (standard) protocols, algorithms (programs) for
information collection, processing and exchange, prepara-
tion and automated support of decisions based on monitor-
ing data;

— ensuring the integrity and consistency of information
in the system.

2. Application of computing intelligence methods and
models for obtaining indirect measurement data for anal-

ysis, forecasting and modeling of processes in the moni-
toring object.

3. Unification of software, information and technical
means, ensuring the compatibility of the monitoring sub-
system elements, the possibility of modular extension and
modernization.

4. Subsystems should be implemented as a set of jointly
functioning modules (components), the interaction between
which should be carried out through a single information
environment.

5. The subsystem should be developed as a set of inde-
pendent but logically interrelated software modules and
elements to enable structural and functional development
(scaling).

5. Development of decision support in the structure of
IAS of environmental monitoring

5. 1. Development of set-theoretic models for the IAS
structure description

Taking into account the aforementioned and based on
the results presented in [12], a set-theoretic model was devel-
oped as the basis for constructing a versatile structure of the
information-analytical system of environmental monitoring
(IAS EM).

In general, the IAS EM model can be represented by
the set:

M =(F, PC,R), )

where Fis the functional IAS subsystems, PC is the complex-
es ensuring the TAS functioning; R is the relations combin-
ing the IAS elements into a single structure. Regarding the
considered problem of TAS EM development, we detail the
content of the model:

_[F(MS,SAD),1C,QM,MQM, @
~ \MM,AC,SP,0C, R,,R,,R, [’

where MS is the monitoring subsystem of ecosystem pa-
rameters; SAD is the decision support subsystem; IC is the
information complex — databases of important parameters,
knowledge base of emerging situations, map databases,
factual databases, reference and regulatory database; MQ=
=<Q, LQ> is the quality model of environmental situation,
where Q is the set of quality indices according to the stan-
dards; LQ is the set of allowable values of quality indices;
MQM=<Qy;, LQy> is the quality model of the situation
management process, where Q) is the set of important indi-
ces of management quality; LQM is the set of constraints on
management impacts; MM is the complex of mathematical
models used to solve situation monitoring and recognition
problems; AC is the complex of algorithms to solve moni-
toring, recognition and decision support problems; SP is the
complex of instrumental software tools that implement the
functional tasks of the IAS EM; OC is the organizational
complex of the TAS EM, that is, organizational principles
and documents regulating environmental situation control;
R1cQuxQ is the display of a set of quality control indica-
tors on a set of environmental situation quality indicators;
R2cMMXF is the distribution of models by subsystems;
R3cFxQ is the ratio of the influence of functional subsys-
tems on the environmental situation quality.



To synthesize the decision support subsystem, it is neces-
sary to develop its model, as well as the operational decision
model for the decision maker (DM). To do this, first of all,
we formulate the decision problem taking into account the
specifics of the subject area.

The decision problem is formulated as follows: a subset of
initial states, a subset of finite states and a set of state trans-
formation rules are given. It is necessary to find a sequence of
rules that allows a managed object to move from the current
state to desired or allowable.

The decision problem is determined by the model:

PFS=(PSM, $,8,,8,,8;, Ry, Q) (3)

where PSM is the model of the problem situation in the sub-
ject area; Sis the set of current states (situations); S4eS is the
subset of allowable states; SoeS is the subset of initial states;
S7€S is the subset of target states; R7:5—S is the final set of
transformation rules. Each rule Ry;e Rris a function that im-
plements the display Ry;:.5;-S, where S; is the definition area
R7i; Qcs is the set of decision quality criteria.

The composition of the decision support subsystem SAD
is presented as:

SAD =

<DSM(PSM), KB, MB, DB, > @

SS, RR, PM, AB, IDA, UI

where DSM is the decision model; KB is the knowledge base;
MB is the database of models of physical processes to be
analyzed; DB is the database; SS is the set of the situation
features; RRCQXxSS is the display of a set of environmental
situation indicators on a set of the situation features; PM is
the process manager, which performs dispatching functions;
AB is the algorithm base; IDA is the interface with the data
collection subsystem; UT is the user interface unit.

The main elements of intelligent decision support sys-
tems (DSS) are models for representing problem situations,
decision models. Also, means for the organization of dialogue
interaction with the user (DM, expert, message sending res-
ident) and means of communication with other information
systems are important. The problem situation can be de-
scribed by some selected set of features that, with the help of
some structure, allows displaying various interrelations be-
tween the elements of the problem area. As such structures,
any known knowledge models can be used.

The decision model determines allowable transformations
of situations and a set of strategies for applying these transfor-
mations. To solve the problem of eliminating an adverse sit-
uation, the decision model is formally determined by the set:

DSM =(PSM, A, SR,AAR), (6))

where Agp is the set of algorithms for selecting and inter-
preting products when choosing a decision; SR is the set
of products; AAR is the algorithm of SR set replenishment
during the DSS operation.

Thus, models to determine the composition and struc-
ture of the main functional elements of the IAS EM were
constructed.

3. 2. Development of models of recognition and deter-
mination of criticality of environmental situations

The basis for structuring operational information is the
analysis and classification of situations (quality estimates of

the process state, based on the analysis of environmental pa-
rameters). The expert analysis revealed a number of situations,
including a regular situation, when, for example, the state of
the atmosphere is satisfactory, as well as abnormal situations,
each of which is characterized by the excess of the threshold
concentration values of one or more pollutants. Complicating
factors related to weather conditions were also taken into ac-
count. For each situation, the features that directly or indirect-
ly affect its occurrence were selected. Each feature, identified
at the stage of qualitative analysis, was considered by experts
using the paired comparison method for its significance in
situation recognition. Dictionaries of situations and situation
features were generated. For recognition of each situation,
verbal rules were formed. The example of the rule: IF <carbon
oxide concentration =>“elevated’AND>area of elevated car-
bon oxide concentration="5">THEN>Issue a warning to the
enterprise management “XXX”>.

Since the analytical system should use not only numer-
ically, but also verbal estimates, the fuzzy classification
model, which has proven itself well in solving recognition
problems, was chosen.

To develop a fuzzy model of situation recognition, mem-
bership functions for linguistic variables — situation fea-
tures, as well as the knowledge base — were constructed.
In the process of clustering, it was found that the densities
of different clusters of the same feature are different. In
other words, there is a different information content of the
features of each rule. Given that the basic subsets (clusters)
are already formed by experts, the weight coefficients w/ for
each elementary premise in each rule are introduced in the
recognition model. The values of the coefficients are limited
by the range of [0.5—1]. In this case, the unit value is equiv-
alent to one hundred percent significance of the premise.
If the number of situation features is n, and the number of
situations is m, then, taking into account the coefficients w/,
the fuzzy knowledge base in general can be represented in
the form of Table 1.

The element A/ located at the intersection of the ith col-
umn and the j,th row corresponds to the linguistic estimate
of the parameter x; in the row of the knowledge matrix with
the number j,. The linguistic estimate is chosen from the term
sets corresponding to the variable x; describing the state of the
process, i.e. A” €T, i=1n, j=1,m, p= 1k, Then the refined
fuzzy model of situation recognition is as follows:

[r"w(x! =al. )}—w =d', (6)

i=1

where d; is the diagnostic conclusion on the current situation.

Thus, the fuzzy model of situation recognition (6), which
allows correcting and replenishing the knowledge base and
generating messages and recommendations (management deci-
sions) for correction of environmental situations is constructed.

The development of the algorithm of situation criticality
recognition was preceded by the following steps:

1. Determination of the main list of substances, the con-
centration of which should first be controlled. The concen-
tration of these substances is attributed to the main situation
features on the set X={xy, 19, ..., x,}. Namely, for example:
x1 —carbon(II) oxide (CO); xy — nitrogen(Il) oxide (NO);
a3 — nitrogen(I1V) oxide (NOy); x4 — sulfur(IV) oxide (SO»);
x5 — hydrogen sulfide; x5 — formaldehyde; x7 — methane; xg —
methyl mercaptan; xg — ammonia; x19 — total of hydrocar-
bons; x11 — phenol; x15 — dust.



2. Measured values of pollutant concentrations are nor-
malized to the range of [0,1] relative to the established stan-
dards of MPC and MPL.

3. Determination of codes of combinations of the con-
centrations of pollutant groups. These combinations are also
situation features, namely, for example: x5 — group 6003;
x14 — group 6004; x5 — group 6005; x5 — group 6006; xy7 —
group 6007; x1g — group 6010; x19 — group 6035; x99 — group
6038; x91 — group 6040; x99 —group 6043; x93 —group 6204.

Table 1
Structure of the fuzzy knowledge base for situation
diagnostics
Input variables and coefficients of individual Output
No. setting of elementary premises variable
X1 X9 X X D
11 11 11 11 11 11 11 11
1 | 4 w0, A | wy | A w; A, | w,
12 12 12 12 12 12 12 12
1y | A @ AT | o | A w; A7 | w,
d,
oo | A0 [ | ot |t Tt | a0
. jt it jt jt jt jt jt it
g | A @ Ay | wy | A w; A7 | w, d
; j2 72 j2 j2 j2 j2 j2 72 J
J2 | A w0y A wy” | A w; A7 | w,
. n n i, i, n n " "
i | A Lol [ [l [l Lol | A
mi mi mi m1 mi mi mi mi
my | AT | @ | AT | w | AT e | AT | @y
m2 m2 m2 m2 m2 m2 m2 m2
my | AT @ | AT | w” | AT et AT | ey d
m
by | b, | gk, |k, | gk, |k mh, | ok,
M | A @, A ey | A @; A | w,

To determine the total concentrations of these groups
normalized relative to the MPC, it is necessary to perform
preliminary calculations by the formula:

L
Cy=YCy, [=1.L, (7
=)

where L is the amount of substances in the group, C., is the
normalized value of the current measured concentration of
the /th substance.

4. Determination of an additional factor (feature) — x4,
which affects the integrated assessment of atmospheric air
pollution. For example, the conditions for the dispersion of
substances in the atmosphere — the presence of stable in-
version under a cyclone or an anticyclone according to the
weather report, as well as the values of critical wind speeds
and directions.

5. Experimental determination of fuzzy ranges char-
acterizing normal, precritical and critical concentrations.
Accordingly, these ranges are designated by the terms:
T1=“Norm”, T2=“Precritical”, T3=“Critical”.

6. To reduce the size of the knowledge base tables, the
latter were divided into two parts. The first contains fuzzy
estimates of the normalized values of the parameters x;...
x19 as antecedents, the second — fuzzy estimates of the nor-
malized values of the parameters xys...x33. Both tables also
contain the feature xo;.

On this basis, the rules that allow recognizing the class
of the situation and issuing relevant messages and recom-
mendations are developed.

The situation (current level of atmospheric air pollution)
recognition algorithm is given below:

Step 1. Obtaining initial parameter values from field
devices.

Step 2. Calculation and recording of situation features
from the set X in the arrays of the normalized values.

Step 3. Calculation of the current values of membership
degrees for the terms T1, T2, T3 by all features of the set
X and recording of fuzzification results in the inference
matrices.

Step 4. Calculation of the truth degrees of the left-hand
sides of the rules in the inference matrices for situation rec-
ognition taking into account the weight coefficients of each
elementary premise of each rule.

Step 5. Accumulation of the results obtained in step 4
in each table of the KB. Accumulation of partial results ob-
tained for each table of the KB. Definition of the rule, having
the highest truth degree.

Step 6. Generation of the message for the operator indi-
cating the current situation, criticality and practical recom-
mendations.

End.

We describe the procedures for the knowledge base cor-
rection.

The knowledge base should be corrected or replenished
in two cases:

1. Upon detection of a critical situation, which is not tak-
en into account in the knowledge base (KB replenishment).

2. Upon detection of the known critical situation, the
values of the features of which differ from the values of the
features available in the KB.

KB replenishment occurs as follows. During the daily
(or operational) monitoring cycle, data on all controlled
parameters are stored in a separate database table and, after
the end of the cycle, monitoring data are archived. During
the next daily cycle, the archive of the previous cycle is pro-
cessed. Herewith:

1. Vectors of the values of the parameters preceding an
adverse situation are identified.

2. The recognized situation gets a name, and a new rule
containing new fuzzy values of the features is recorded man-
ually in the KB table.

For the second case, the following algorithm is devel-
oped:

Step 1. Recording a new set of linguistic values and truth
values of the features in the known critical situation. For
each input variable x*, the term a’ for which the member-
ship function p“ (x') has the maximum value p“» (x') is
searched. For the output variable, the term d/, which corre-
sponds to the recognized situation is recorded.

Step 2. On the basis of the model (6), a rule is formed
that binds the linguistic values @', ,a’ . ,..,al . of the input
variables with the linguistic value of the output variable d;.

Step 3. For the antecedent of the rule obtained, the truth
degree is calculated:

R =[Tu" (). (®)

Step 4. 1f the antecedent with the number ¢ with the
same values a' ,a* ,..a"  and d]l., already exists in

imax’ ““imax’"* imax



the accumulated knowledge base and the condition R'>R!
holds, then the coefficients wi’k‘ of the premises of this rule
are corrected:

PR AR k(l -l ), ifw <1 ©)
wlt = ,
1, otherwise

where 0<k<0.5.
Otherwise, if the antecedent number ¢; with the values

o al.. for the situation recognition rule S; does

not exist, it is added in the corresponding rule with the sign
of disjunction. End.

The algorithm of automated knowledge base correction
allows adapting the DSS to various situations and extends
the scope of its application. Correction of the weight factors
of elementary premises is carried out when preparing the
knowledge base for use in the DSS or by obtaining a new
subsample of examples. Each example contains the pair
“input-output” <X*, d*>, that is, the vector of the values of
situation features and the number of the known situation as
a template. The selection of values of weight coefficients is
carried out using an evolutionary algorithm that generates a
population of decisions, implements mutation, selection and
refinement of the coordinates of leading decisions. Learning
takes place as a new subsample of examples is accumulated
during the operation of the system.

In the case of introduction of the above-mentioned com-
ponents of the IAS at the municipal level, the basis for the
integrated monitoring system will be formed, which will en-
sure its efficiency. The branching of direct interrelations of
the subsystems in the complex should ensure the unity of the
monitoring system for rational implementation of the tasks
set, which is essential for the development of the information
monitoring technology. The general scheme and description
of the information technology of monitoring and support of
operational decisions on environmental safety management
in the processes of recognition and correction of environ-
mental situations are presented in [13].

5. 3. Practical implementation of the operational deci-
sion support system

Practical application of the experimental model of
recognition and diagnostics of environmentally hazardous
situations is implemented on the example of the techno-
genically loaded urban system of the city of Kremenchuk
(Ukraine). Within the framework of production environ-
mental monitoring at the enterprises of Kremenchuk, the
content control of the following toxic pollutants in emis-
sions is carried out: solids, carbon(II)oxide, nitrogen(IV)
oxide, sulfur(IV)oxide, hydrocarbons (total), light organic
compounds (total), as well as methane (in the framework of
monitoring of greenhouse gas emissions). The emissions of
the main greenhouse gas, carbon(I'V)oxide, are estimated
by calculation. The somewhat broader list of pollutants in
the atmosphere are monitored in the framework of environ-
mental monitoring: solid sedimented particles not differen-
tiated by composition, soot, carbon(IT)oxide, nitrogen(IV)
oxide and nitrogen(IT)oxide, sulfur(1V)oxide, heavy met-
als, hydrocarbons (total), volatile organic compounds (to-
tal), hydrogen fluoride, phenol, benzene, toluene, total of
xylenes, benzo(a)pyrene. The above-mentioned pollutants
are considered as a priority for environmental and sani-
tary-hygienic control, taking into account the danger to
the environment and human health.

Based on the above, a dictionary of factors — situation
features is formed. It includes the actual values of surface
concentrations of substances: carbon(IT)oxide (CO), nitro-
gen(IDoxide (NO), nitrogen(IV)oxide (NO,), sulfur(IV)
oxide (SO,), hydrogen sulfide, formaldehyde, methane,
methyl mercaptan, ammonia, hydrocarbons, phenol, dust
(solid sedimented particles not differentiated by composi-
tion), as well as the level of background ionizing radiation,
wind direction and the number of residents’ complaints by
areas [14].

According to the above detailed algorithm for building
the knowledge base, the matrix that contains fuzzy rules of
situation recognition, the matrix of compatibility of situa-
tions and the decision matrix are developed. The volume of
the paper does not allow showing the indicated matrices, the
structure of which, however, is not original.

In general, based on the results of recognition of actual
environmental situations, the knowledge base with 10 diag-
nostic conclusions was formed.

For setting the fuzzy model of situation recognition,
90 examples were used and another 90 — for testing. On aver-
age, 10—15 examples for each of the 10 situations were used.

The task of setting the model with the main purpose of
verifying the self-learning ability of the DSS was implement-
ed in software in the console version. Fig. 1 shows the share of
recognized situations before learning (the values of all weight
coefficients are 1) and after learning. After learning (yellow
columns), the model recognizes the situation much better.
The risk of errors of the first and second kind in all situations
was considered the same.
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Fig. 1. Share of recognized situations before and after model
learning

Thus, it is found that after learning the number of correct
diagnostic conclusions increases from 1.7 to 6.1 % in the
range of the test sample (10 situations), which confirms the
self-learning ability of the system. This will ultimately allow
limiting the involvement of real individuals as experts in the
assessment and diagnostics of environmental situations by
automating the process.

6. Discussion of the results of the research on the
development of decision support in the IAS EM structure

The developed set of models for the IAS EM allowed,
firstly, taking into account the diversity of system functions,
composition and interrelations of individual elements at
the structural level. Secondly, analytical means of situation
recognition were developed using the adaptive fuzzy model,



which includes algorithms of fuzzy knowledge base replen-
ishment and system learning.

This allowed further development and testing of the
information technology of recognition of environmental
situations and development of diagnostic conclusions on the
state of the atmospheric air.

The advantage of the proposed architecture is the
ability of fast system scaling. This is achieved, firstly, by
simply expanding the feature dictionary, the situation
dictionary and the knowledge base. Secondly, flexible
adjustment of the knowledge base by correction of weight
coefficients of elementary premises of the rules can in-
crease the share of correctly recognized situations, which,
in turn, increases the efficiency of environmental situa-
tion management.

The system minimizes the actions of the DM, who in
most cases does not need to think about the situation and
make decisions. The results of the research can be imple-
mented during the creation of environmental monitoring
systems at the municipal level for specific technogenically
loaded urban systems.

The disadvantage of the architecture at this stage is the
lack of a mechanism for the automated detection of conflict-
ing rules in the knowledge base. This disadvantage is par-
tially compensated by the possibility of continuous learning
of the system based on the existing precedents.

7. Conclusions

1. The theoretical basis for the development of a versa-
tile structure of the IAS EM is formed. The set-theoretical
model of the information-analytical system of environmental
monitoring of atmospheric air at the municipal level, which
includes the subsystems of urban system parameters moni-
toring, decision support, the information system “parameter
database — situation knowledge base” is proposed.

2. The adaptive fuzzy model of situation recognition in
the process of environmental monitoring, which consists
of the knowledge base containing fuzzy rules of situation
recognition and recommendations for decision-making is de-
veloped. The algorithms of procedures for the correction and
replenishment of the knowledge base are proposed, which
extends the system capabilities and scaling ability.

3. The results of the work were applied in the develop-
ment of the information-analytical system of monitoring
and support of decision-making on environmental safety at
the level of a specific technogenically loaded urban system.
The results of experimental learning of the subsystem of
recognition and diagnostics of environmental situations on
specific examples are obtained. It is found that after learning
the number of correctly recognized situations increases from
1.7 to 6.1 % in the range of the test sample, which confirms
the self-improvement ability of the system.
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