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Pospobaenno  nineeomempuunuiic.  memoo
anzopumminioz0 3abesnewenns NPouecié Ko-
menm-moHimopiney 0 po3e’a3anms 3adaui asmo-
MAMUMH020 BU3HAYUEHHS ABMOPA YKPATHOMOBHOZO0
meKcmoB020 KoHmenmy Ha 0CHOBI MeXHO102ii cma-
mucmu4noz0 ananiszy rxoeiuienmie MoeHOi pi3-
Homanimmocmi. Ilposedeno dexomnozuyio memo-
0y 6u3HAUeHHS A6MOPA HA OCHOBI AHANI3Y MAKUX
Koe@iyieHmie MOBAEHHS K JIEKCUMHA PISHOMAHIM -
Hicmb, cmyninb (Mipa) CUHMAKCUMHOI CKAQO-
Hocmi, 36°A3HICMb MOGJIEHHA, THOeKCU BUHAMKO-
eocmi ma xonyenmpauii mexcmy. Ilpoananizosani
Maxodic napamempu asmopcok020 CMUNO K Kijlb-
KiCmMb CJ1i6 Y ne6HOMY meKcnii, 3a2a1bHA KILIbKiCmb
CJ1i6 Ub020 mexcmy, KilbKicmv peueHsv, KiloKicmb
NPUMEHHUKI8, KITbKICMb CNONYHHUKIE, KLIbKICMb
caie i3 wacmomoro 1, ma xKinvKicmo ¢ i3 uacmo-
moto 10 ma Ginvue.

Ocobausocmamu po3pobienoeo € adanmauis
MOphon02iun020 ma CUHMAKCUUHO20 AHANIZY JieK -
cunnux 00unuub 00 0codaAUBOCMEN KOHCMPYKUill
yKpainomoenux cie/mexcmie. Toomo npu ananisi
JNiHz8ICMUMHUX 00UHUYbL MUNY CII6 6PAX06YEANACDH
HANLeHCHICMD 00 HACMUHU MOBU MA 6IOMIHIOBAHHS
8 medxcax uyiei wacmunu moeu. /{na yvozo npoea-
oduecs ananiz rexciii yux crie oas xaacudixauii,
BUOLNEHHA OCHOBU Ot POpMYy6aHHs 610N0GIOHUX
angasimuo-uacmomuux caoeéunuxie. Hanoenenns
UYUX CTOBHUKIE 8 NOOATLULIOMY BPAX0BYBATIUCH HA
HACMYNHUX KPOKAX BU3HAYEHHS ABMOPCMEA mek-
cmy 5K po3paxyHox napamempie ma Koegiyicnmis
asmopcok020 MmogaeHns. Jlna inousioyanviozo
CMUJII0 NUCLMEHHUKA NOKA308UMU € CaMe CAYHC-
006i (cmonoei abo onopii) cn06a, OCKibKU 60HU
HISK He N06’A3aHi 3 meMo10 i 3Micmom nyonikayii.

IIposedero nopiensamnns pesyavmamie Ha mMHo-
arcuni 200 00HOOCIOHUX podIm MmexHIMH020 cnps-
myeanns Gins 100 piznux aemopie 3a nepioo
2001-2017 pp. 0na eusnauenus, wu 3MiHIOIOMbC
i aK KoegdiyicHmu pizHOMAHIMHOCMI MeKCmy UUX
aemopie 6 pisni npomixcku uacy. Buseneno, wo
ona ob6panoi excnepumenmanvioi 6azu 3 nonao
200 pooim naiikpawux pesyavmamis 3a Kpumepi-
eM WiavHOCMI 00Cs2a€ MemO0 ananizy cmammi 6e3
nouamioeoi 0006°13x060i inopmauii ax arwoma-
uii ma KA0U061 CN068a PIZHUMU MOBAMU, A MAKOIHC
cnucky aimepamypu

Kmouoei cnoea: NLP, xonmenm-monimopine,
cmon-cn06a, KOHMeHmM-anani3, CMmamucCmuinui
JIiH2GICMUMHULL aHAJlI3, K6AHMUMAMUEHA JiH261
cmuka
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ies, thesauruses, shorthand systems, automatic language
identification, information search, etc. [1]. For example,

statistical and transition probabilities of morphemes of a
text are found in order to model information search pro-
cesses [2]. Based on the constructed tables, proof-reading

Important tasks of linguistics-based linguometry is
creation and comparison of dictionaries (including fre-
quency and statistics dictionaries), automatic dictionar-




of a studied word is modeled and some most probable
variants are offered [3]. In turn, stylemetry as a subdivi-
sion of applied linguistics reveals and analyzes the quan-
titative characteristics of a certain functional style of the
language or speech of the authors of text content, that is,
the author’s attributions [4]. Attribution implies deter-
mining with the use of methods of quantitative linguistics
the validity, authenticity of the author’s work, its author,
the place and time of its creation based of the analysis of
the technological and stylistic patterns and characteris-
tics of coefficients of the language diversity of a partic-
ular author and/or of a particular text of the work [5].
For example, one of the known linguistic problems is
the process of determining the author’s attribution of
passages of a particular text content [6]. To do this,
the frequencies of word usage of the proposed passag-
es are calculated [7]. Using frequency dictionaries of
the author’s creative work in general or of his separate
works, the author of a work (or a work — if a dictio-
nary makes it possible) are identified [8]. The disadvan-
tage is saving or auto-generation of large data arrays in
the form of frequency dictionaries of author’s works [9].
Processing of such dictionaries requires a lot of time, while
saving them demands a lot of resources [10]. In their turn,
there are the authors who have not created a large number
of works, which makes it impossible to reproduce exactly the
results of the analysis of the author’s attribution [11]. A well-
known method of dating in order to determine the duration
of the separate existence of two closely related languages is
based on the assumption that the bulk of the lexical struc-
ture of any language (nuclear vocabulary) changes at the
same rate and requires counting a percentage of common
elements in the basic vocabulary [12]. The modified methods
of glottochronology are used to determine the dynamics of
a change of the author’s speech in his text content for a long
time in order to date the approximate period, within which
a particular text was created by this author [13]. That is
why the problem of automatic identification of the author
of the text content is relevant and requires new (improved)
approaches to its solution, for example, based on statistical
analysis of language diversity coefficients.

2. Literature review and problem statement

The separation (distribution) of a linguistic unit in a
text — the presence of a linguistic unit in various (usually
equal) subsamples (passages) — is of great importance in
quantitative linguistics [15]. If a studied linguistic unit
operates only in one subsample, although with a high fre-
quency, such sample is non-representative in respect to this
linguistic unit [16]. It is important, when a studied linguis-
tic unit is evenly distributed in the general totality [17]. To
do this, the distribution factor is analyzed [18]: K,=N,/N.,
where N, is the ratio of the number of subsamples with a cer-
tain linguistic unit, N, is the general number of subsamples.
However, the characteristics, obtained from the material of
a sample, usually differ from the real characteristics of the
general totality, as there is a relative inaccuracy of research
in quantitative linguistics [19]. Distribution of frequency
of linguistic units in text content has a certain regularity
and forms its statistical (frequency, probabilistic) structure
[20]. This distribution is different for each of the language
elements — lexemes, morphemes, phonemes, etc. [21]. That is

why the linguo-statistic parameters of the authors’ styles, es-
tablished at different levels (phonemic, morphemic, N-gram,
lexemic, etc.), have a different style identifiable power of the
authors’ speech for different pairs of styles [22]. For example,
related styles are more clearly distinguished at the semantic
level, while less related — at the lexical level [23]. To do this,
frequency dictionaries of certain linguistic units are created
and with their use, the average frequency of words in a text,
the hapax legomena coefficient (words that have frequency
1 in the studied sample), exclusivity index, concentration
index, etc. are analyzed [1-5, 14, 24].

According the WF, one calculates such characteristics
as vocabulary richness, diversity index (K;) — a ratio of the
volume of lexeme vocabulary (W) to text volume (N), that
is K=W/N. In accordance to Table 1, the most diverse, the
richest lexis is found in poetry, then in descending order, in
prose, everyday colloquial style, journalism, scientific and
formal business style [14, 25].

Table 1

Results of speech coefficients according to the styles of the
Ukrainian language [14]

Style W/N | Wi/N | Wy/W | Wio/W | Wio/N
scientific 0.059 | 0.427 | 0.025 0.189 0.890
journalistic 0.070 | 0.450 | 0.031 0.121 0.804
formal business | 0.030 | 0.280 | 0.0085 | 0.303 0.935
poetry 0.103 | 0.495 | 0.052 0.098 0.789
fiction prose 0.067 | 0.430 | 0.029 0.149 0.821
colloquial 0.073 | 0.465 | 0.034 0.161 0.789

The average frequency of a word in text A is the ratio of
text volume N to the volume of lexeme vocabulary W (in-
verse to diversity index), that is, A=N/W [26]. According to
the WF data, each word in the colloquial everyday style on
the average was used 14 times, and in the scientific style —
17 times [27].

Exclusivity index characterizes lexis variability, that is,
percentage of a text (vocabulary), occupied by the words that
were found 1 time (Table 1) [28]:

—of vocabulary I,, — the ratio of the number of lex-
emes with frequency 1 Wi to the total number of lexemes:
Ly =W/ W [14];

— of text I, — the ratio of the number of lexemes with fre-
quency 1 W to text volume N: [,=W;/N [14].

Concentration index indicates percentage of a text (vo-
cabulary), occupied by the words that were used 10 or more
times (Table 1) [29]:

— of vocabulary I, — the ratio of the number of words in
vocabulary with absolute frequency 10 and more (W) to the
total number of words in vocabulary (W): Iy, =Wio/W [14];

— of text I, — the ratio of the sum of absolute frequencies
of words with absolute frequency 10 and more Wi, to text
volume N: I,,=Wiq, /N [14].

As indicated by WF, speech gives preference to a small
number of units, which are often used [30]. They form the
core of any speech subsystem, while most units are of low
frequency [31]. This regularity was noticed by Dewey at the
beginning of the XX century, calling it the outweigh law [32].
This regularity was more researched by the German linguist
J. Zipf, who formulated the Zip/f’s law, which sets the depen-
dences [33]:

— of the word frequency and its rank in the vocabulary:
the more frequent a word, the higher its rank at Fxi=const,



where Fis the word frequency in the frequency vocabulary, i
is the rank of its word [34];

— of the word frequency and its length: the more frequent
a word, the shorter it is at k&=C g 7, where % is the length of a
word in phonemes, C is the constant, 7 is the rank [35];

— of the word frequency and the number of its mean-
ings: the more frequent a word, the more meanings it has at
m= C\/7, where m is the number of meanings of a word, C is
the constant, fis the word frequency [36];

— of the word frequency and its origin: the longer a word,
the more frequent it is [37].

According to the law of the German linguist P. Mencer-
at, the length of a language structure (word, word combina-
tion, super phrase unity, sentence) is inversely proportional
to the length of its components (syllables, words, word com-
binations, etc.), that is, the longer the language structure,
the shorter its components [14]. According to the research
of G. Altmann, y=ax?, where y is the average length of the
constituents, x is the length of a language structure, b is the
indicator that characterizes the dynamics of a change in the
length of the components (the law is valid, if b<0) [38].

The Krilov law establishes the relationship between the
number of polysemic words and frequency:

p,=1/2%, pr=(0-1)" /0",

where p, is the probability of using a word, which has x
meanings, o is the average number of meanings of a word in
the dictionary [14].

Some major quantitative characteristics of a language are
very simple. For example, the difference between the num-
ber of words (104-10°), the number of morphemes (several
thousand), the number of syllables (from several hundred
to several thousand) and the number of phonemes (from 10
to 80) [31-49]. There is an assumption that such ratios are
associated with the property of human memory [39]. We will
also note that the more frequent a word, the faster a person
can recollect it [40]. However, there is no research in the
field of dependence of changes in the coefficients of lexical
author’s speech during the period of his creative work [41].

3. The aim and objectives of the study

The aim of this work is to develop a method for identifying
the author in texts in the Ukrainian language based on the
linguometry technology.

To accomplish the aim, the following tasks have been set:

— based on the analysis of coefficients of lexical author’s
speech in the reference text, to develop the algorithms for
identification of the author of a text;

— to develop software of content monitoring to identify the
author of the texts in the Ukrainian language based on the lin-
guometric analysis of the identified stop words in text content;

— to carry out analysis of the results of experimental test-
ing of the proposed method of content monitoring to identify
the author in Ukrainian scientific texts in the technical area.

4. The method for identifying the style of the author of
text content

Linguometry is a branch of applied linguistics that de-
tects, measures, and analyzes the quantitative characteris-

tics of the units of different levels of a language or speech [42].
One of the ways to characterize the literary richness of a text
is the evaluation of the character of using language units at all
language levels [43]. This makes it possible to equate the con-
cept of richness and diversity of speech [44]. The calculation of
linguistic diversity coefficients should assume the relationship
of such coefficients as lexical diversity, degree (measure) of
syntactic complexity [14], speech coherence, indices of exclu-
sivity and concentration of a text [45]. Because a coefficient is
an absolute value, it is possible to neglect in certain limits the
length of the compared texts [46]. It is of theoretical interest
to study the internal “dynamics” of a text in the part of match-
ing coefficients from its various sections and the coefficient
that is general for the entire text (Table 2) [47]:

— for lexical diversity, the larger the resulting decimal
fraction, the higher the lexical diversity of a text [48];

— for syntactic complexity, the larger the fraction (within
[0; 1]), the more words in general there are is such a text, and
therefore, the higher the possibility of diversity of syntactic
relationships between the words in a single sentence [49];

— for speech coherence, it is equal to unity when there are
three connective elements in one sentence (prepositions and
conjunctions) [50].

Table 2
Diversity coefficients of a text [1—5, 14, 41, 47]
Coefficient Definition Formula Explanation
The ratio of K;is the lexical
the number of diversity coef-
words to the ficient, Wis the
Lexical total number number of words
diversity | of word forms. K=W/N in a certain text,
The value of the N is the total
coefficient lies number of words
within [0; 1] of this text
K is the coeffi-
The ratio of cient of syntacti-
the number of cal complexity,
Syntact'lc sentences to K=1-P/W Pis the number
complexity | the number of sentences,
of words of a W is the number
certain text of words in the
entire text
The ratio of Z is the number of
the number of .
Speech prepositions prep ositions,
coherence | and conjunc- | K,=(Z+S)/(3P) Sis thg ““mber of
. . . conjunctions,
coefficient tions to the .
Pis the number of
number of sep-
separate sentences
arate sentences
Variability of sz" is the ¢ xclu-
Y siveness index,
lexis, that is, the L
. proportion of Wi is the number
Exclg51ve— the text, which L=Wy/W of words with
ness index | . frequency 1,
is occupied by L
) W is the number
the words found o
. of words in the
1 time L
entire text
Iy, is the
The propor- concentration
/1€ prop index, Wy is the
tion of the
Concentra- | text, occupied number of words
R ’ Ly =Wio/W with frequency
tion index | by the words £10 :
found 10 times of 10 and more,
o more W is the number
of words in the
whole text




It was found [14], that the text of a Ukrainian fairy tale has
K,=0,77, and the text of a scientific article in Ukrainian — 3.0,
that is, the coherence in the second text is 3.9 times stronger
than in the first one. There are no official standards for speech
diversity coefficients for K;and K [51], but the reference point
for comparison and evaluation of a text in a homogeneous
group of texts is the average statistical rate of the value of the
coefficient for passages of the equal length [52]. 100 words will
be accepted as the minimum size (length) of a passage, we will
consider that the coefficients have already stabilized, reflecting
the real features of the author’s language [53]. The proximity or
remoteness of a separate individual coefficient from the average
one serves as a basis for evaluating the speech diversity in the
respective text [54]. The texts, the diversity coefficients of
which fall within the area of the root mean square deviations D
from a certain mean, are considered satisfactory.

Analysis and interpretation at the linguistic level of the
stylistic features and peculiarities of the writing style of a cer-
tain author (or a certain literary epoch) includes the most basic
stages, presented in algorithm 1 [14, 56].

Algorithm 1. Analysis and interpretation at the lin-
guistic level of the stylistic features and peculiarities of the
writing style of a certain author

Stage 1. Selection and primary processing of text content.
For selection, the text filters are built by the parameters (the
main language of the text, the text sample volume, time of the
publication, publication source, format etc.) [41, 57]. The basic
steps of primary text processing are:

— bringing it to a unified format (such as removing tags, if
a previous publication is in the Internet-resource in the form of
a static page);

— eliminating information noise (pictures, formulas, refer-
ences, abstracts in other languages, etc.), which does not affect
the outcome, but increases the time of processing;

— bringing to a unified volume (shortening if necessary,
removing non-informative sections of the beginning and ending
of a text).

Stage 2. Lemmatization of text linguistic units. Uniting
word forms under the language lemma [14, 58].

Stage 3. Removal of non-homogeneity of text linguistic
units. Solving the problem of non-homogeneity of text linguis-
tic units, for example, from the position of belonging to different
kinds of a language (author’s, non-author’s, etc.)

Stage 4. Construction of a system of frequency dictionaries
based on statistical distributions in necessary frequency scales. A
frequency dictionary is the type of a dictionary, which contains
the number of usages (frequency) of a certain linguistic unit of
a language (composition, words, word forms, word combina-
tions, idioms, idioms) in various texts of a certain volume [59].
Usually, absolute and relative frequencies of the usage of lan-
guage units are presented, dictionary article are placed in the
descending order of frequencies [60].

Stage 5. Search for parameters that adequately reflect the
structure of the frequency dictionary. The following parameters
make it possible to formulate some basic linguostatistic meth-
ods for researching a text [61]:

— the method of anchor words (calculation of the total fre-
quencyofusageandfinding percentage of syntactic words[62]:
prepositions, conjunctions, particles);

— the punctuation signs method (calculation only of the
number of internal and external punctuation signs) [63];

— the method of words (calculation only of the words of
a certain length) [64];

— the method of sentences (calculation of only the sen-
tences of a certain length) [65];

—the syntactical method (calculation of punctuation
signs, words, and sentences of a certain length) [66];

— the combined method (a combination of the syntactical
method and the method of anchor words) [67].

Stage 6. Checking effectiveness of parameters. Analysis
and comparison of obtained results from the well-known
author’s works to identify the patterns of influence of the
author’s stylistics on formation of the author’s structure of
the frequency dictionary by these parameters [68].

Stage 7. Mathematic modeling of lexicostatistic distribu-
tions [69].

Stage 8. Construction of statistic classifications, i.e., au-
thor’s reference, which reflect stylistic patterns within the
works by a certain author or a certain literary style taking
into consideration a literary epoch or specifics of the lan-
guage, in which the analyzed works are written [70].

Stage 9. Interpretation of results from the positions of
stylistic ideas over a specific time, the general and the au-
thor’s style, taking into consideration time parameters [71].
Thus, we will also solve the problem of the author’s attri-
bution, which we will form as follows. Let us assume that
there is a statistically processed work by an author (refer-
ence work). It is necessary to estimate belonging of certain
passages to the reference work with the use of appropriate
methods. A graphic representation of the relative frequency
of occurrence of syntactic words in Passage 4 and in the
reference work is shown in Fig. 1. The correlation coefficient
for the syntactic words in this case makes up R, 4=0,7326.
We will also present the correlation factors for each of the
syntactic words for passages 1—4 (Table 4). Analyzing the
correlation factors for syntactic words, we conclude that
the probability of belonging of passages to the studied ref-
erence is the highest for Passage 4, followed by Passage 2,
Passage 1, and Passage 3. We will note that for all the four
passages, consistently high correlations are observed for
particles, which can by understood as the lack of influence
of particles on the author’s style. In addition, we will ana-
lyze the frequencies of occurrences only of prepositions and
conjunctions for passages, find the appropriate correlation
factors and compare results (Table 3).

Table 3

Correlation factors for a syntactic part of speech and each of
the passages

Passage | Preposition | Conjunction | Particle | R, ¢ R,y
1 0.72 0.79 1 0.6076 | 0.6900
2 0.4928 0.5714 0.9580 | 0.7066 | 0.4913
3 0.1517 0.1624 0.8800 | 0.2810 | 0.2254
4 0.5639 0.9544 0.9594 | 0.7326 | 0.6905

Passage 4 remained a likely candidate to belong to the
reference sample, followed with a slight margin by Passage 1,
then Passage 2. Passage 3, like in the previous study, is the
least likely to belong to the reference sample. To prove the
results, we will turn to [1—4], from which the three passages
were taken to be studied.
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Fig. 1. Relative frequency of occurrence of syntactic words in Passage 4

and in the reference sample

5. Results of research into identifying the author in the
Ukrainian scientific and technical texts

In the course of the research, we developed the system
with the probability of selecting the language/languages of
the analyzed content, which is implemented at the Internet
site Victana [25] (Fig. 2). Analyzing the components of the
formulas for estimating the richness of the work, we conclude
that it is necessary to find such magnitudes as the number of
words and word forms, sentences, conjunctions and preposi-
tions, the words with the frequency of 1 and not less than 10.
The algorithm for the analysis of the whole text is enabled on
the server after starting the process
of calculating the coefficients of text
diversity (Algorithm 2).

Algorithm 2. Analysis of the style
of the author’s speech

Stage 1. Checking the text length —
extra things are removed.

Stage 2. Clearing the studied text
(figures, special characters, formulas,
drawings).

Stage 3. Determining the number
of sentences P.

Stage 4. Determining the total
number of words in text N.

Stage 5. Determining the number
of words W (by the word base fre-
quency dictionary).

Stage 6. Calculation of language
diversity coefficient: K;=W/N.

Stage 7. Calculation of coefficient
of syntactic complexity: K;=1—BP/W.
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MATPULIA

*KOHTEHT.

10000

YK 004.89

words and word forms, prepositions,
and conjunctions, words with the
frequency of 1 and with the fre-
quency of not less than 10. For con-
venience, we will enter the results
into the table. The generated table
(Table 4) and the obtained results of
the study are displayed on the screen
on the information resource.

Based on the above, we will estimate the richness of
passages in the scientific articles in the technical field
from Visnyk of the National University “Lviv Polytech-
nic” in the series “Information systems and networks”,
written by one author over the period of 2001-2017 [25],
using coefficients of diversity and speech coherence, ex-
clusivity, and concentration indices. For the analysis, we
will select the first part (10,000 characters) of each article
(Alg. 3).
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W=445 0.0067415730337079

Stage 14. Calculation of speech co-
herence coefficient:

Fig. 2. Results of operation of the algorithm at the Internet resource Victana [25]




Table 4
Example of a generated table as a result of operation of
the algorithm for analysis of the style of the author of a
publication at the Internet site Victana [25]

Coefficient Data Calculation
lexical diversity: K=W/N W=184; N=295 K=0.6237
syntactic complexity: e _
KB P=18; W=184 K=0.902
speech coherence: 0. e_9a. D _
K~(Z+S)/(3*P) 7=20; $=28; P=18 K,=0.889
exclusivity: Ly,=W;/W Wi=141; W=184 1,,~=0.7663
concentration: I,=Wio/W Wio=2; W=184 1;,,=0.01

Algorithm 3. Analysis of statistics of functioning of
the system of stop words identification from 215 scientif-
ic articles of the technical area

Stage 1. Analysis of 100 scientific articles to determine
the range of the optimal size of the text. First, the full vol-
ume of the texts was analyzed, then these texts were ana-
lyzed to identify different numbers of characters. The results
showed that the optimal study of the texts is in the range of
[100; 10,000] characters. If there are less than 100 characters,
the obtained information is non-informative, very often the
values of the coefficients of different authors are similar and
are significantly different for one author on various tests. If
there are more than 10,000 characters, the coefficients do
not change significantly, but the analogs for studying have a
different length due to the lack of diversity of the analogues of
a large length, so the maximal number of 10,000 was selected
for analysis.

Stage 2. Analysis of over 200 one-author papers in
technical area of over 50 different authors over the period
of 2001-2017 to determine if and how the text diversity
coefficients of these authors change within different peri-
ods of time.

Stage 3. Analysis of over 200 one-author papers in tech-
nical area by over 100 different authors over the period of
2001-2017 to determine if and how the text diversity co-
efficients of these authors change within different periods
of time.

Stage 4. Analysis of over 200 one-author pa-
pers in technical area by over 100 different au-

same size change in the range 2001-2017. As one can see, over
time the same authors use shorter words more often (Fig. 3a).
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Fig. 3. Distribution: a — of the words and speech
coefficients for passages of equal size in the range of
2001-2017: b— K; c— Ky, d— K,

Over time, lexical diversity coefficient K; does not change
substantially (Fig. 3, b—d). Similarly, over time syntactic com-
plexity coefficient K does not substantially change either. But
speech coherence coefficient K, changes insignificantly over 16
years. In the beginning (2001), it varies in the range of [0.5; 1.2],
and at the end of the period — in the range of [0.4; 0.9] (Fig. 4).

thors over the period of 2001-2017 to determine

the speech style of these authors.
Stage 5. Analysis of the obtained coefficient

of speech of more than 100 different authors 0
over the period of 2001-2017 to determine the
subset of authors with the style that is similar

to 4 reference papers (collective papers, the
authors of which are among the studied one-
author papers).

Stage 6. Analysis of the results, obtained at stage 5.
Checking if there are actual authors of these reference texts in
the obtained texts. To select the best algorithm for studying
the author’s style in the Ukrainian scientific and technical
texts based on the technology of quantitative linguistics.

For the accuracy of research, it is necessary to analyze, if
the time of the publication of papers influences the text diver-
sity coefficients, that is, if these coefficients change over time
based on the sample of the same authors and texts. First, we will
analyze how the total volume of words with the passages of the
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Fig. 4. Comparison of distribution of speech coefficients K, K;and K,

Similarly, we will compare distributions of indices of
exclusivity and concentration (Fig.5). While the scope of
distribution does not change significantly over time for I,
significant changes were recorded for I}, Over time, the au-
thors of these papers more often repeat some terms in their
papers more than 10 times, narrowing down the circle of
their research. Fig. 5, d shows the result of analysis of speech
coefficients for the passages of the equal size in the range
2001-2017 as minimum, maximum, and mean values for this
period (determining the fluctuations of values in this period).
More substantial fluctuations are observed for K, (Fig. 6).
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Fig. 6. Result of analysis of speech coefficients for the
passages of equal size within 2001—2017: @ — minimal,
maximal, mean values for this period for Kj; b — diagram of
dynamics of a change in coefficients within the specified
period; ¢ — histogram of dynamics of a change of all
coefficients within the specified period; d — usage of word
forms (all, one time, more than 10 times)

We will analyze separately the distribution of the us-
age of all word forms (Fig. 6, d), the words, used once, the
words used 10 times in the studied texts for the passages of
equal size in the range 2001-2017 (Fig. 7). Fig. 7, b shows
the analysis of the usage of prepositions, conjunctions, and
separate sentences in the studied texts in the passages of
equal size in the range of 2001-2017, where Z is the num-
ber of prepositions, S is the number of conjunctions, P is
the number of separate sentences. According to Fig. 7, c,
over time, the authors use shorter sentences to describe the
subject area than at the beginning of the studied period.
While the number of prepositions decreases, the distribu-
tion of the use of conjunctions does not change essentially
(Fig. 7, e). Fig. 8, a—b shows the analysis of a change in the
dynamics of the use of words in the studied texts within a
specified period. Fig. 8, ¢, 9, d show the result of the anal-
ysis of a change in the dynamics of the use of prepositions,
conjunctions, and sentences in the studied texts for the
specified period.

It was proved that there exists the dynamics of a change
of not only in the speech coefficients of the author’s text
within the specified period of his work, but also the dy-
namics of a change in the separate components, such as
the number of the use of word forms per total number of
words, conjunctions, and prepositions, sentences in the de-
termined volume of the passage, word forms that are used
only once and those used more than 10 times.
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Fig. 7. Analysis of the frequency of the use of words:
a — more than 9 times (W); b — parameters of speech
coherence; ¢ — sentences; d — prepositions and conjunctions
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Fig. 8. Result of analysis of a change in the dynamics of the
use of words in the studied texts within a certain period
of time: @ — dynamics of a change in speech parameters;

b — distribution of values of speech parameters within the
specified period of research; ¢ — dynamics of a change in the
use of word combinations, prepositions and sentences in the

studied texts; d — distribution of values of the use of word

combinations, prepositions and sentences for the specified
period of research of authors’ styles

7. Discussion of results of research into identifying the
author of the Ukrainian scientific and technical texts

For more accurate identification of the magnitude of
an increase in each studied parameter, it is necessary to
do more substantial research on a large sample of papers,
written by one author and to increase the range of research
into creative work of different authors by a longer period of
their creative work.

Then, we will analyze the sample for the author’s style
and select the best algorithm to determine the style of the
author. In Fig. 9, a, the diagram displays the identification
of the author’s style by speech coefficients. In Fig. 9, b, the
diagram with accumulation displays changes in the total
sum by the speech coefficients. In Fig. 9, ¢, the normalized
diagram reflects a change of contribution of each value by
speech coefficients.

As we can see, coefficients of the author’s speech, except
for Kz, do not change much depending on the style of a spe-



cific author for Ukrainian scientific and technical texts. Or
it changes to little extent, which complicates the process of
identification of the features of the style of speech of a par-
ticular author in the totality of the analyzed authors’ styles.
And the larger such set, the more difficult the process of
identification of a specific style of the author without any
additional parameters. Then, we will analyze the sample for
the author’s style by such additional parameters as the total
number of sentences in the passages that are equal in vol-
ume, the number of words in the sample, the frequency and
occurrence of prepositions and conjunctions. In Fig. 10, the
diagram displays the identification of the author’s style by
the additional parameters of the author’s speech.
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Fig. 9. Detailed analysis: a — of the process of identification
of the author’s style by speech coefficients over time; b — of
a change of the total sum by speech coefficients; ¢ — of a
change of contribution of each value by speech coefficients

In Fig. 10, b, the diagram with accumulation displays
changes in the total sum according to the parameters. In
Fig. 10, ¢, the normalized diagram displays a change in
contribution of each value by the parameters. As we see,
the introduction of the additional parameters will decrease
the set of authors, whose speech styles are similar to the
Ukrainian scientific and technical style of publications. We
will introduce the additional parameters, such as the number
of sentences, conjunctions, and prepositions (Fig. 11) and
will analyze the dynamics (Table 5).
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Fig. 10. Detailed analysis: a — of the process of identification
of the author’s style by parameters of speech; b — of a
change of the total sum by speech coefficients; ¢ — of a

change of contribution of each value by speech coefficients;

d — of a change in the parameter such as occurrence of a
word over 10 times (W10)
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Fig. 11. Detailed analysis: @ — of the process of determining
the author’s style by speech parameters; b — of a change in
the total sum by speech coefficients; ¢ — of a change in
the introduction from each value by coefficients

Table 5
Result of operation of the algorithm for analysis of the style of the author of the publication at the Internet site Victana [25]
No. N W Wi Wio P 4 S K; K K, Loy Iy
1 2 3 4 5 6 7 8 9 10 11 12 13
1 671.3 395.6 299 6 44.2 57.1 411 0.59 0.89 0.76 0.76 0.015
2 662.5 410.3 303 5 37.8 39.8 34.8 0.61 0.9 0.67 0.74 0.012
3 668.8 418.3 325.8 6.8 29.8 56 57 0.63 0.93 1.28 0.78 0.016
4 708 419 309 8 36 64 28 0.59 0.91 0.85 0.74 0.019
5 661.1 402.7 299.7 4.7 44.7 54.7 24.8 0.61 0.89 0.6 0.74 0.012
6 694.5 417.4 313.1 6.4 54.3 58.5 38.1 0.6 0.87 0.62 0.75 0.015
7 691.8 403.4 301.6 7.8 47.8 60 47.8 0.58 0.88 0.79 0.75 0.019
8 682.5 394.2 291 5 49 61 39.7 0.58 0.88 0.74 0.74 0.013
9 733.5 486.5 392 5 50 65 45 0.66 0.9 0.76 0.8 0.01
10 729 380 261 7 62 75 32 0.52 0.84 0.58 0.69 0.018
11 686.5 414.5 312.6 5.9 411 56.9 45 0.6 0.9 0.86 0.75 0.012
12 665.5 399 299 6 35.5 72 43 0.6 0.91 1.09 0.75 0.015
13 724.2 394.2 278.8 5.8 59.6 68.4 36.8 0.55 0.85 0.61 0.71 0.015
14 691 396.7 289 7 39 55.3 42.3 0.57 0.9 0.85 0.73 0.018
15 745 439 319 6 45 59 61 0.59 0.9 0.89 0.73 0.014




Continuation of Table 5

1 2 3 4 5 6 7 8 9 10 11 12 13
16 768 452.5 323 5.5 51.5 58 47 0.59 0.89 0.68 0.71 0.012
17 647 422 308 3 62 50 32 0.65 0.85 0.44 0.73 0.007
18 677.5 373.5 255 6.5 64.5 72 36 0.55 0.86 0.57 0.68 0.018
19 680 379 251 5 42 55 33 0.56 0.89 0.7 0.66 0.013
20 642 337.5 230.3 7.8 44.8 52.3 56.8 0.52 0.87 0.81 0.68 0.023
21 665 376 275.7 77 41.7 65 32.3 0.57 0.89 0.79 0.73 0.02
22 731 420 301 7 49 71 54 0.57 0.88 0.85 0.72 0.017
23 691.7 425.7 331.3 6.5 41.8 58.2 50 0.62 0.9 0.88 0.78 0.015
24 668.8 368.3 262.5 6.8 44 35.8 34.5 0.55 0.88 0.73 0.71 0.018
25 691 421 311 4 47 65 40 0.6 0.89 0.74 0.74 0.01
26 708.5 434 323.5 6.5 42 57.5 47.5 0.61 0.9 0.84 0.75 0.015
27 665 406 309 5 41 42 28 0.61 0.9 0.57 0.76 0.012
28 700 418.5 320.5 6 40 68.5 35 0.6 0.9 0.88 0.77 0.014
29 704.5 412 303.5 5.5 59 47.5 38 0.58 0.86 0.49 0.74 0.013
30 688.8 416.8 321.9 6 49.7 49.3 41.3 0.6 0.88 0.67 0.77 0.016
31 711 396 268 6 60 67 19 0.56 0.85 0.48 0.68 0.015
32 691 436.7 336.7 5.7 40 51 44.7 0.63 0.91 0.82 0.77 0.013
33 695 422.5 318.3 7.5 38.5 61.3 41 0.6 0.91 0.89 0.75 0.018
34 699 427 314 6 49.5 60 41 0.61 0.88 0.69 0.74 0.014
35 683 438 339 4 38 52 42 0.64 0.91 0.82 0.77 0.009
36 730 440 323 6 42 62 39 0.6 0.9 0.8 0.73 0.014
37 714.5 418.5 304.5 6.5 46 65 48.5 0.59 0.89 0.86 0.73 0.016
38 717.5 433.5 321.5 6.5 56 57.5 26.5 0.6 0.87 0.5 0.74 0.015
39 728 430 313 6 49 59 51 0.59 0.89 0.75 0.73 0.014
40 666 401.5 305 6.5 40 63 35.5 0.6 0.9 0.82 0.76 0.016
41 715.5 352 223.5 8.5 45 58 34 0.49 0.87 0.68 0.63 0.024
42 699 401 302 6 46 68 32 0.57 0.89 0.72 0.75 0.015
43 620 411 323 2 36 55 40 0.66 0.91 0.88 0.79 0.005
44 645 403 302.3 4.3 39.3 58.7 37.7 0.62 0.9 0.84 0.74 0.011
45 708 475 392 5 49 83 46 0.67 0.9 0.88 0.83 0.011
46 708 442.5 336.5 5.5 43.5 62 56.5 0.63 0.9 0.91 0.76 0.012
47 689 458 369 7 44 65 36 0.66 0.9 0.77 0.81 0.015
48 1602 442 245 30 100 3 1 0.28 0.77 0.01 0.55 0.068
49 644 400 310 8 28 66 37 0.62 0.93 1.23 0.78 0.02
50 661.5 402.5 302 5 32 49.5 31 0.6 0.92 0.84 0.75 0.012
51 705 474 369 1 31 50 49 0.67 0.93 1.06 0.78 0.002
52 656 422.5 341.5 4.5 50 57.5 46 0.64 0.88 0.69 0.81 0.011
53 704.8 458.8 360 6 54.8 60 45.8 0.65 0.88 0.66 0.78 0.013
54 716 413.5 293 5.5 47 74.5 27.5 0.58 0.89 0.73 0.71 0.013
55 652 389 287 4 55 46 36 0.6 0.86 0.5 0.74 0.01
56 666 412 318 7 44 55 49 0.62 0.89 0.79 0.77 0.017
57 732 402 290 6 53 63 45 0.55 0.87 0.68 0.72 0.015
58 670 449 356 3 38 55 30 0.67 0.92 0.75 0.79 0.007
59 693 366 242 8 45 44 60 0.53 0.88 0.77 0.66 0.022
60 761 440 315.8 5.3 39.3 48.5 28.3 0.58 0.91 0.65 0.71 0.012
61 717 422 310 6 45 53 46 0.59 0.89 0.73 0.73 0.014
62 673.5 419 329 7.5 39 58 33 0.62 0.91 0.78 0.79 0.018
63 679 381 280 5 64 50 32 0.56 0.83 0.43 0.73 0.013
64 682.6 416.2 318 6.2 60 47.8 45 0.6 0.86 0.59 0.76 0.015
65 658 399 277 3 41 48 47 0.6 0.9 0.78 0.69 0.008
66 683 446 357 5.5 48.5 63 43.5 0.65 0.89 0.74 0.8 0.012
67 689.5 407.5 296 5.5 47.5 57 28 0.59 0.88 0.61 0.73 0.014
68 726 493 399 4 42 56 46 0.68 0.91 0.81 0.81 0.008
69 1325 538 360 19 66 9 2 0.4 0.88 0.06 0.67 0.035
70 697 450 361.5 5 56 59.5 46 0.65 0.88 0.63 0.8 0.011
71 652 405 296 2 34 45 28 0.62 0.92 0.72 0.73 0.005
72 598 386 309 4 83 40 0 0.65 0.78 0.16 0.8 0.01
73 726.3 441.3 332.3 6.7 51 61.3 39 0.6 0.88 0.68 0.75 0.015
74 846 440 299 10 54 57 26 0.52 0.88 0.51 0.68 0.023
75 712.5 442.5 331.5 4 51 48 33 0.62 0.88 0.53 0.75 0.009
76 706 374 275 8.5 45 68.5 31 0.53 0.88 0.74 0.73 0.023
77 682.3 398.7 296.3 4.7 39 50.3 37.7 0.58 0.9 0.75 0.74 0.012




Continuation of Table 5

1 2 3 4 5 6 7 8 9 10 11 12 13

78 654 361 240 5 39 35 28 0.55 0.89 0.54 0.66 0.014
79 631 350 249 7 34 45 31 0.55 0.9 0.75 0.71 0.02
80 661 391 275 4 63 53 24 0.59 0.84 0.41 0.7 0.01
81 709.5 399 292.5 9.5 48 58 49.5 0.56 0.88 0.75 0.73 0.024
82 695 436 332 3 53 51 39 0.63 0.88 0.57 0.76 0.007
83 700 485 406 6 50 46 42 0.69 0.9 0.59 0.84 0.012
84 674 404 316 7 39 63 35 0.9 0.9 0.84 0.78 0.017
85 685 432 333 5 42 53 39 0.63 0.9 0.73 0.77 0.012
86 780 479 366 6 41 43 34 0.61 0.91 0.63 0.76 0.013
87 723 401 280 6 41 54 35 0.55 0.9 0.72 0.7 0.015
88 665 425 324 4 40 46 33 0.64 0.91 0.66 0.76 0.009
89 730 433 317 7 41 70 51 0.59 0.91 0.98 0.73 0.016
90 734 381 273 7 30 26 29 0.52 0.92 0.61 0.72 0.018
91 749 478 375 7 46 73 49 0.64 0.9 0.88 0.78 0.015
92 732 429 329 6 55 59 67 0.59 0.87 0.76 0.77 0.014
93 709 398 285 6 52 46 35 0.56 0.87 0.52 0.72 0.015
94 680 414 314 4 55 62 34 0.6 0.87 0.58 0.76 0.01
95 622 397 305 5 37 42 48 0.64 0.91 0.81 0.77 0.013
96 614 391 287 4 46 69 32 0.64 0.88 0.73 0.73 0.01
97 658 345 241 8 31 59 42 0.52 0.91 1.07 0.7 0.023
98 631.3 377.7 277.7 5.7 38 56.7 40.7 0.6 0.9 0.88 0.73 0.015

Table 5 shows the results of analysis of the style of
94 authors in papers written by one author (over 200 pa-
pers) in technical field over the period of 2001-2017. For
each author, we will derive arithmetic mean value of each
coefficient and parameter of speech based on the analysis of
several of his work within the specified period. The styles of
4 articles of one team of authors at numbers 95-98 (in the
Table they are highlighted in yellow), a part of the authors
of which are in Table 5 at number 6 and 30 (in the Table,
they are highlighted in blue).

However, too small sample of texts for analysis (more
than 200) and the number of authors (94) does not guaran-
tee exact results. The study should be extended to a greater
number of texts, which are not always easily accessible. In
the future, it is necessary to improve the method due to the
analysis of texts by the methods of stylemetry and glot-
tochronology.

6. Conclusions

1. The method for identifying the author of the text
based on the analysis of coefficients of the lexical author’s
speech in the reference sample passage of the author’s
text was developed. The algorithm of lexical analysis of
Ukrainian texts and the algorithm of the parser of text
content based on analysis of each word taking into consider-
ation its part of speech and declension was designed. That is,
when analyzing the linguistic units of the type of words, be-
longing to a part of speech and declension within this part
of speech were taken into consideration. For this, the anal-
ysis of flexions of these words for classification, separation
of the base for the formation of the corresponding alpha-
betical-frequency dictionaries was performed. Filling these
dictionaries was subsequently considered at the following
stages of determining the authorship of a text as calculation
of parameters and coefficients of the author’s speech. Syn-
tactic words (stop or anchor) words are most essential for an
individual style of an author, as they are not related to the

subject and content of the publication. The algorithm for de-
termining stop words in the text content based on linguistic
analysis of text content was developed. Its features are the
adaptation of morphological and syntactic analysis of the
lexical units to the features of the structure of Ukrainian
words/texts. The theoretical and experimental substantia-
tion of the method for content monitoring and determining
stop words of the Ukrainian text were presented. The meth-
od is aimed at automatic detection of significant stop words
of the Ukrainian text at the expense of the proposed formal
approach to implementation of parsing of text content in the
scientific and technical area.

2. The approach to the development of software of
content monitoring to identify the author in Ukrainian
scientific and technical texts based on NLP, stylemetry, and
Web Mining was proposed. More than 200 scientific pub-
lications written by one author from all issues in Visnyk of
the National University “Lviv Polytechnic” from the series
“Information systems and networks” (Ukraine) over the pe-
riod of 2001-2017 were analyzed by the developed system.
The internal “dynamics” of these texts of randomly selected
authors was studied through the analysis of coefficients of
speech coherence, lexical diversity, and syntactic complex-
ity, as well as indices of concentration and exclusivity for
the first k, n and m (without a title) words of the author’s
passage and the one that was analyzed.

3. The results of experimental testing of the proposed
method of content monitoring for identifying the author
in Ukrainian scientific texts of the technical profile were
studied. We compared the results in a set of 200 one-author
papers in the technical area of more than 100 different au-
thors over the period of 2001-2017 to determine if and how
the coefficients of diversity of a text of these authors change
within different periods of time. Based on the developed
software, we obtained the results of experimental testing
of the proposed method of content monitoring to identify
and analyze stop words in Ukrainian scientific texts of the
technical area based on Web Mining technology. It was
found that for the selected experimental base of more than



200 papers, the best results according to the density criteri-  literature. Testing the proposed method for identification of
on are reached by the method for analysis of an article with-  the author’s style from other categories of texts — scientific,
out the initial compulsory information, such as abstracts  humanitarian, artistic, journalistic, etc. — requires further
and keywords in different languages, as well as the list of  experimental research.
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