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Hoxazano, wo cnosnuxu npedmemnux obaacmeii WUPOKO 6UKO-
PUCMOBYIOMbCA HA PI3HUX emanax CmeopeHHs i exKcnayamauii
npozpamuux npooyxmis. Ilpouec cmeopenns caoéuuxa, ocodau-
60 6uUOiNeHHA MmepMinie, 00CUMb MPYOOMICMKUIL MA BUMAZAE BUCO-
xoi keaniixauii excnepma. Ilposedeno docnidicenns no euseieH-
HI0 HAUOLIbUL 6ANCAUCUX XAPAKMEPUCMUK Ga2amOCTI6HUX mepMinia,
makux Ax: UMo8ipHOCMI NPpuUCymHocmi 6 00OKYMeHmi mepminie, wo
Micmame pisny KinbKicmv Cai6; po3mawyéanis imennuxie ¢ 6azamo-
CHLIBHUX MEPMIHAX; MOHCTUBY KIIbKICMb IMEHHUKIE 6 0A2aMOCAIBHUX
mepminax. Ilpoananizosano xonmexcm UKOpUCmManus mepminie ma
BU3HAYUEHO MONCTIUBL MEHCI MEPMIHIE 8 meKcmi. 3anponoHosano npo-
Uedypy nonepeonb020 pynyeanis 00KYMeHmis, uo 003601 YHUK-
HYmMu <émpamus> MepMmiHie, w0 6X001Mb 6 KOPOMKi 00KYMeHmuU.
Busnaueno 3anexcuicmo nomMunox npu 6uoiieHHi mepminie 6io pos-
Mipy ananizoeamnozo 0oKkymenma.

3anpononosano mamemamuuny mooenb nPeoCmasieHHss mepmi-
Ha, W0 3ACHO6ANA HA 6U3HAMEHNT 03Il NaANUI0ICKI8 Ci6, 32pynosa-
Hux 6U3bK0 onopnozo ciroea — imennuxa. Dinompayis ranurodickie
BUPOONAEMBCA 6 3aedcHOCME 610 uacmomu ix 6x00xceHHs 6 mexcm
HA OCHOBI 3ICMABNEHHS HOPMATI308AHUX YA6IEHL 0A2AMOCAIBHUX
mepminia.

Pospobaeno mexawizmu 3ano6HeHHA CHOGHUKA npedmemHoi
obnacmi HOGUMU 3ANUCAMU | KOPUYEAHNA ICHYIOMUX Y MIPY aHANI3Y
6x10H020 doKymenma. 3anponoHo8ano piueHHs w000 KOPUzYEanHs
4ACMOMU NOSABU MEPMIHIE HA OCHOBL BUSBTIEHHI MINHCPPA306UX 38'A3-
xie. Bci npouecu i moodeni 06'conani 6 eouny ingopmauiiinyg mexnono-
2ito cmeopenns crosnuxa npedmemnoi ooaacmi. Ilpoérema susnaven-
HA maymavens mepminie 6 oanii podomi ne po3eaa0aemocs, 0CKIIbKU
eumazae oxpemoz2o piuwenns. Pozpobaeno npoepamnuili npodyxm, wo
00360J15€ 6 3HAUHIU MIPi ABMOMAMU3YEAMU NPOUEC BUOLEHH mep-
Minie 3 mexcmosux doxymenmis. Pesyrvmamu anpobauii 3anponono-
éanux piwiens noKasanu 6i0Cymuicmv «3azyodaenux mepminie» i, ax
pesyabmam, CKOPOUeHH UACY GUOLIEHHI MEePMIHIE 3 meKcmie 00cs-
2om 6 10000 cnis na 1.5 200unu 3a paxynox 36iaivHenns excnepma 6io
ananisy euxionozo doxymenma. Pesynvmamu docnioxncenns moicymo
Oymu euxopucmani na pizHux emanax cCmMEoOpeHHs i excniayamauii
npPoZPaAMHUX NPOOYKMi8

Kniouoei cnosa: cnoenux npedmemnoi obaacmi, 6azamocnienui
mepmin, mopdonoziunuii po3bip, mamemamuuna mMooeab mepmina,
mexcmoguil 0oxkymenm
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members of the development team [2]; when constructing

data dictionaries [3, 4]; in the problems of selection and

Domain dictionaries (DD) are widely used in software
design [1]. In particular, when determining the roles of

clustering of materialized database representations [5, 6].
Based on DD, job descriptions and many other documents




are created. To construct a DD, an analysis of various texts
used in a specific knowledge domain is made. These can
be orders, reports, contracts, instructions and other doc-
uments sufficiently reflecting the activities of a particular
organizational system. The main stage of DD construction
is an extraction of terms from texts. In this case, the term
means not only individual words, but also set phrases or
multi-word terms (MW T) in a specific knowledge domain.
Manual extraction of MW T requires long work of a highly
qualified specialist [7, 8]. Therefore, research aimed at
automating the process of MWT identification for DD
construction is relevant.

2. Literature review and problem statement

In [9], the LEXTER software package for term ex-
traction is proposed. It is of interest that terms are formed
on the basis of allocation of nouns. Related words are deter-
mined by empirical rules, which limits the package scope to
French. The statistical method of term extraction consid-
ered in [10] is applicable to Slavic languages. However, the
authors solve the problem of term extraction in the context
of document clustering and search for contrasting terms.
This leads to a large number of false terms. In [11], the task
to extract not only individual keywords, but also phrases
united by frequency characteristics was set. However, the
solution is proposed for the construction of hierarchical
document clustering, when not all terms are to be defined
and extracted terms contain no more than two words. It is
of interest to study the extraction of key phrases [12], which
can be used in the interpretation of terms in DD. However,
from the point of view of term extraction, the key phrase
requires further analysis. In [7], the method of automated
preliminary text grouping and term extraction by frequen-
cy characteristics and simplified syntax rules is proposed.
This allowed extracting terms from two and partially three
words. However, term formation according to the “noun +
adjectives” scheme did not allow extracting all multi-word
terms, and a double pass through documents reduced pro-
ductivity. In [13], the deep syntactic and semantic analysis
of documents in natural languages is given. However, the
proposed models are not brought to such a degree of formal-
ization, which allows using them in applied problems. The
interesting solution to reduce the complexity of keyword
extraction by organizing parallel computing is proposed in
[14]. However, the proposed algorithm is applicable only for
extraction of single-word terms and loses effectiveness with
a small number of documents, which is typical for narrow
knowledge domains.

Thus, the task of term extraction for DD construction
has a number of unsolved problems, namely:

— the study of characteristics of terms that allowing
to formulate requirements for extracting them from the
text (the number of words, arrangement and type of head-
words, limits);

— preliminary text grouping, ensuring term detection in
small documents;

— development of the technology providing the ex-
traction of terms containing an arbitrary number of words;

— development of a software product implementing
the proposed technology and allowing to approve the
decisions made.

3. The aim and objectives of the study

The aim of the study is to reduce the time and improve
the quality of term extraction from documents in a narrow
knowledge domain.

To achieve the aim, the following objectives were formu-
lated:

— to determine the characteristics of terms affecting the
technology of their extraction from the text;

—to develop an information technology of term ex-
traction from the text, including preliminary document
grouping;

— to develop a software product and estimate the quality
of term extraction.

4. Characterization of multi-word terms

To automate the process of MWT extraction, it was
necessary to identify a number of MWT characteristics
affecting the technology of this process. The defined char-
acteristics use the concept of “head-word” — a noun included
in the MWT. To work with MW T, the following character-
istics were required:

— possible number of words included in the term;

— arrangement of “head-words” in the MWT;

— possible number of “head-words” in the MW T;

— definition of words and punctuation marks that limit
the MWT.

The domain dictionary is used for the design and main-
tenance of the software product. Therefore, text documents
from various fields of technology and applied sciences in
Russian, Ukrainian and Belarusian languages were chosen
for the study. 200 terms were extracted for each knowledge
domain.

Fig. 1 shows the average probability distribution of
occurrence of a certain number of words in the multi-word
term. The scatter of values determined by a particular
knowledge domain did not exceed 1-2 %.
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Fig. 1. Probabilities of occurrence of the term containing one
or more words

Fig. 2 shows the results of the analysis of the arrange-
ment of the head-word in the multi-word term. Nouns
were chosen as the head-word, for example, for the term
“information system” the head-word is “system”. If the term
contains more than one noun, as, for example, in the term
“relational databases”, each of them was assigned to the
corresponding category (“bases” — in the middle, “data” —
on the right).
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Fig. 2. Probabilities of arrangement of the head-word in the
multi-word term

Fig. 3 shows the probability of occurrence of several
head-words (nouns) in the MWT. From the above data, it
follows that the probability of occurrence of several nouns
(head-words) in the term is high. Therefore, the method of
term extraction by a noun and related adjective [7] leads to
large errors, and a deeper analysis of the connection of words
requires complex syntax analysis. This confirms the need to
look for a more efficient method of MW T extraction.
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Fig. 3. Probability of occurrence of nouns in the MWT

Table 1 shows the results of determining possible MW T
limits.

Table 1
Possible limits of MWT inclusion in the text
No. Left limit MWT inclusion Right limit
1 Space Included Space
2 , space Included ,
3 — space Included Space —
4 : space Not included?
5 ; space Not included ;
6 . space Not included
7 ? space Not included ?
8 | space Not included !
9 ) space Not included Space (
10 » space Not included Space «
1 Pronoun space Not included Space pronoun

The case when the comma is included in the MWT
(No. 2) turned out to be the only one out of 1,000 analyzed
MWT (“decision makers”).

In accordance with the results of the study, the following
conclusions were made:

— a multi-word term can be represented by no more than
five words;

—the arrangement and number of head-words in the
multi-word term can be any;

— the sequence of words included in the multi-word term
should be limited at the left and right by punctuation marks
or pronouns.

5. Technology of term extraction from the text

The technology involves a number of stages:

—selection and grouping of documents reflecting the
knowledge domain;

— document format conversion;

— morphological analysis of the analyzed text, extraction
of nouns;

— determination of possible MW T based on head-words;

— identification of inter-phrase relations and replacement
of references with terms;

— calculation of the number of MWT occurrences in
the text;

— dictionary updating by searching for the occurrence of
some terms in another.

The proposed technology is applicable to the most com-
mon European languages. For Slavic languages, due to case
declension, gender agreement and rather complex rules of
plural formation, the mechanism for using the normalized
form of their representation is additionally introduced for
comparison of terms.

5. 1. Preliminary document grouping

In the process of knowledge domain (KD) analysis,
the system analyst has to deal with a variety of documents
in order to determine the requirements for the developed
software product. These documents may represent various
aspects of the organization’s activities. Term extraction from
the entire set of documents as a whole can lead to an under-
estimation of those terms that are concentrated in separate
small documents.

The processing of each document separately with a
small amount of some of them may not provide for the ac-
cumulation of statistics. To determine the influence of the
document size on the quality of term extraction, the study
of a set of documents of different volume was conducted. It
was believed that if some phrase occurred in the document
once, then it would not be identified as a term in the auto-
mated method of term extraction. If the expert considers this
phrase a term, this indicates a potential error in the automat-
ed term search. Based on the analysis of 100 documents with
different number of words, the dependence of the probability
of the term definition error on the size of the document was
obtained (Fig. 4).

In [7], it is proposed to group documents on the basis of
the normalized distance between them, which provides for a
partial morphological analysis. In this paper, we introduce
the concept of the volume o, of some document D;. If it
turned out that ©;<5,000, then in accordance with Fig. 4,
we assume that the document D; should be combined with



other documents into some integrated document T, in order
to achieve the volume of at least 5,000 words in the group:

T,={D}|Y v, 25000.

i=1
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Fig. 4. Dependence of the term extraction error on
the document size in words

The problem of document selection for the group can be
assigned to an expert in the knowledge domain or systems
analyst.

5. 2. Document format conversion

Known text analyzers [15] accept documents in the .txt
format at the input, therefore the corresponding conversion
is required:

T.=T,.
Such conversion is performed in any text editor.

5. 3. Mathematical model of multi-word terms

The proposed model considers the single-word term as a
special case of a multi-word term. As a result of processing
of the text Ty, a list of terms should be obtained. We will
call this list a dictionary, because later on, when term inter-
pretations are added to the list, it becomes a KD dictionary.
At the stage of term extraction, the dictionary will be repre-
sented as a set of records

D={r}i=1n. @
Each record has the following form:
r=<tm,lsn,nf,q>, 2)

where tm is the set of term representations, Isn is the list of
head-words (nouns) included in the term in the normalized
form, nf is the normalized representation of the term, g is the
number of occurrences of the term in the document.

Introduction of the normalized form of term representa-
tion is necessary only for Slavic languages. As an example,
three sentences in Russian, English and French are given.

Mut pabomaem ¢ perayuonnvimu 6azamu 0aHHbLX.

Hamu enecenvl usmenenus 6 pensyuoHHylo 6a3sy
dannwix.

Penssyuonnas 6aza 0annvLx cooepicum MHONCECMEO
mabaui,.

We work with relational databases.

We made changes to a relational database.

The relational database contains a set of tables.

Nous travaillons avec les bases de données relation-
nelles.

Nous faisons les changements dans la base de données
relationnelle

La base de données relationnelle contient la multitude
de tableaux.

All sentences contain the term “relational database”.
However, the options of its representation in Russian sig-
nificantly differ one from another, whereas in English
and French these differences are minimum. Therefore, for
comparing terms from texts in non-Slavic languages, fuzzy
string matching can be successfully applied (for example,
using the Levenshtein distance), while for texts in Slavic
languages it is suggested to use the normalized form of term
representation.

Representation of one term by a set of tm options is also
used for Slavic languages, since it allows choosing the correct
representation of the multi-word term containing several
head-words at the end of the analysis. Each element of the set
¢ consists of the same sequence of words. The elements differ
in cases and number of the corresponding words. Table 2
illustrates the use of a set of representation options of one
term in Slavic languages.

Table 2
Representation options of the multi-word term
) Term
Option - — -
number Belarusian Ukrainian Russian
language language language
1 PAJISALBIITHBIMI pesiiitHuMu PensunonabiMmn
Gasami fan3eHpix | Gasamu maHuX | GasamMu JaHHBIX
9 PAJIATIBIHYIO peJistiiiiny 6agy | pessiuoHHYIO
6a3y nax3eHbIx JIAHUX 6a3y MaHHBIX
3 PpaJISIIbIITHAS pensniiina 6asa Pemsammonnas

Oaza J1a/I3EHBIX JIaHNX basza JIAaHHBIX

Normalized form of term representation

peJistiiiiamii 6asza
JaHe

Pensupritabis
0aza maj3eHae

PETATIMOHHBIN
0aza aHHOe

The normalized form of representation n/ is the same
for all representation options of the term. In [13], it is pro-
posed to compare the content of texts by means of a special
linguistic processor. Using the normalized form allows
comparing multi-word terms using a very simple procedure
of non-fuzzy string matching, which significantly reduces
text processing time.

For non-Slavic languages, the set tm from (2) will con-
tain one element (term), and nf — the same term.

The list of the head-words of the term Ist at the com-
pletion of forming the dictionary D will allow choosing the
most appropriate representation of the term ¢m. According
to the diagram in Fig. 1, a multi-word term can include up to
5 words. According to the diagram in Fig. 2, the head-word
can take any position in the multi-word term. Therefore, it is
proposed to form all possible groups of words relative to the
head-word. In order to reduce the number of possible groups,
the set of types of left and right limits of MW T is defined in
accordance with Table 1:

" >> "\ pron}. 3)



It is proposed to form possible terms as sequences of
5, 4, 3, 2 and one word containing at least one head-word.
First assume that the sequence will include only one
head-word.

We represent a piece of the text S as a sequence of ele-
ments:

O, )

An element can be a single word or a punctuation mark.
Each word is represented by a sequence of letters W (directly
from the text), the set A, the normalized form of representa-
tion nf (the analyzer result):

e=<W,Anf>. )

We define the attributes that will be needed to deter-
mine the MWT limits, as well as to take into account the
inter-phrase relations [16]. Let A7 represent a part of speech,
A2 — number, A3 — gender, A4 — person, A5 — case.

Punctuation marks are represented only by their spell-
ing e=<W,J,*>.

Let some element be the head-word ey=<W, A, ¢>, where
A7=noun (noun), ¢ — the number of occurrences of the term
in the text S.

We formulate the rules for composing sequences of
words:

— the sequence is formed of nearby elements;

— the head-word must be included in the sequence;

— the number of elements in the sequence should not be
more than 5 and less than 1 (punctuation marks included in
the sequence are not taken into account);

— the sequence can be limited to the left or right of the
head-word, if some element of the sentence e;, provided that
8]'EB.

Let some text contain a sequence of elements:

where ¢ is the head-word.
Then the possible sequences of words (without limits)
will be as follows:

€ 463,61 1
€ 36,6166
€.,€ 16,66,
€_,6,6,6,€ €,
€)€,6,6,8, . (6)
e_4e.,e_e,
€48,

€0€,6565€,

|- €8
The formula for determining the number of possible com-
binations is proposed:

i<5-2

K= 2(5—1'):14. (7

We consider possible limits for combinations. Let some
element eje B. Then all combinations including elements with
indices i<j are excluded from further analysis. The formula

for determining the number of possible combinations under
the left limit is:

K,=14-ij(5-j+i—1). ®)

Let us consider a more general case, when a group may
include more than one head-word. Let some text have a se-
quence of elements:

€jonni}.. 0.0,
where ¢;" and e;” are head-words. Then, provided that:
k- j>5. )

Formed word sequences will contain one head-word as
terms. If k—j<5, then, using the previously described method
of forming word sequences separately for the head-word ;"
and for the head-word e;,", we obtain repeated sequences. For
example, for the sentence fragment:

€_48_46 1€ (Col,C1CrE,C5CcE5 .

On the basis of ¢, we obtain the following sequences
with two head-words:

€_1€€1€,€4
€0€16,63¢4

e{) el 82 63

And on the basis of e}, we obtain the same sequence with
two head-words:

€_1€0€,6963
€0€16,636

€0€16963

It will be shown below how to eliminate repeated word
sequences in the dictionary.

The number of possible word sequences in the presence
of several head-words in a sequence depends on the number
of head-words, but cannot exceed K from (6) per one head-
word.

5. 4. Inclusion of the word sequence in the dictionary

Each sequence of words E, obtained after the accounting
of limits, should be represented by the record (2) in the dic-
tionary (1). For this purpose, we define its normalized form
E,;. We introduce the notation for the belonging of some
word sequence to the dictionary Ee,D. If:

rlneDarnf=E,,

then the combination of words is already present in the dic-
tionary. In this case, we increase the number of occurrences
by 1 (ri.g: ri.q+1) and check the occurrence of E in r.tm. If
Eer;.tm, then we add a new version of the term to the set of
options ri.tm=ri.tmU{E}.

If E¢.D, then we form a new record in the dictionary:

r=<E,IsnE 1>,

nf?



where I[sn will contain all nouns (head-words, selected
at the stage of building sequences) from E in the norma-
lized form.

5. 3. Accounting of inter-phrase relations

The main criterion of term selection is the frequency
of occurrence in the analyzed text. Inter-phrase relations
occur if a term in the subsequent sentences is replaced
with a pronoun, ordinal number, etc. For example, in the
sentence “Hard drive is the main data storage device for
the majority of personal computers.”, the phrase “Hard
drive” can be defined as a term. In the next sentence,
“Usually it is characterized by capacity and speed.”, the
term “Hard drive” is replaced with the pronoun “it”. If the
relation between the sentences is not found, then only one
occurrence of the term “Hard drive” will be defined. In the
present study, we used the results obtained in [16], where
algorithms for identifying inter-phrase relations are pre-
sented. Let some element of the sentence e; be an anaphor
(replacement or reference) of the previously found term
e;—ri.t, then the number of occurrences of 7.t in the text
should be increased:

r.q=r.q+1.
Here the sign «:=» means assignment.

3. 6. Updating of the dictionary
For each term, it is necessary to introduce the lower limit
Be of the number of term occurrences in G:

VreG|r.m2 Be.

The minimum value of the lower limit is Be=2. With this
value of Be, some sequence of words, extracted in accordance
with (8), repeatedly occurred in the text. For large texts, the
value of Be can be increased. It is recommended to entrust
this operation to an expert in the knowledge domain. Con-
sistently increasing the Be value, the moment should be fixed
when all important terms for the given knowledge domain
still remain in the dictionary.

As a result of the analysis of the document, the terms
that are included in other terms may occur. The question of
keeping such terms in the dictionary or excluding them from
the dictionary depends on their independent use in the text.
The procedure of dictionary updating provides a comparison
of records. If:

n.nf € r.nf Ar.q=r,.q,

the record 7, is excluded from the dictionary.

If:

n.nf € rnf Ar.qg>r,.q,

then it is necessary to analyze A=r;.q—7j.q. If A>Be, then the
record 7; is not excluded from the dictionary.

After determining the terms to be included in the dic-
tionary, it is necessary to choose one of the representation
options of each term in the set tm. For this purpose, we in-
troduce the concept of “main word” in the term. There are a
number of signs that distinguish it from other words:

— it must be a noun (mandatory);

— it usually ranks first among other nouns in the term;

—its spelling options (case and number variations)
usually define various options of term representation
in tm.

Thus, the process of choosing an option of term repre-
sentation involves the following sequence of actions.

We determine the number of elements of the set ¢m.

If tm|=1, then there is only one option of term represen-
tation in the dictionary.

If |[tm|=kAk>1, then the number of head-words in the list
Isn is determined.

If |Isn|=1, then there is only one head-word welsn in the
term. Its position j in options of term representation is deter-
mined based on the position of this word in 7..nf:

w, =w,;|w; er.nf. (10)

Then, the word w;;in the position j is selected from each
representation option of the term ¢tm;etm and compared with
the normalized representation.

If:

W=, ()]
then all elements except tm; are removed from the set ¢m, that
is, tm={tm;}.

If the condition (11) is not met, then:

tm={tm,}, 12)
and the problem of formulating the term definition is solved
by an expert.

If |Isn|=IAl>1, then there are several head-words in the
definition of the term. For each head-word w,elsn|p=1, [, its
position j is determined in options of term representation in
accordance with (10).

Further, from each representation option of the term
tmietm, the word w, ; in the position j is selected and com-
pared with the normalized representation.

If w; j/=w,,then all the elements except ¢tm; are removed
from the set ¢m, that is, tmjetm and the cycle of searching for
the best option of term representation is completed. Other-
wise, p=p+1 and the cycle continues. If the best representa-
tion was not found, then the decision is made in accordance
with (12) and the expert solves the problem of formulating
the term definition.

6. Development of the software product and assessment
of the quality of term extraction

To implement the proposed technology and models, the
TermsSelect software product was developed. The scheme of
document processing is presented in Fig. 5.

Fig. 6 presents the window allowing the expert to
edit the list of terms found in the text. The terms were
obtained as a result of the analysis of 15 texts on the
subject “Materials and technologies of ceramics produc-
tion” with a total volume of about 20,000 words [17]. The
arrangement of terms is determined by the first noun. The
content of the first column “Term” is subject to editing.
In addition, the expert can remove a row from the table or
enter a new term.

The purpose of testing the software product was a com-
parative assessment of new and previously existing technol-



ogies by time characteristics and quality of term extraction.
Quality was understood as the percentage of errors of the
first kind (“excess” terms) and the second kind (“lost” terms)
of the total number of the terms found.

To test the proposed technology and software product,
texts from various fields of science and technology were
used. As a result of the experiments, it was found that when
using TermsSelect, the average time of term extraction from
the document of 10,000 words was 15.6 seconds. The timing
of the expert’s work on the extraction of terms and their
frequency characteristics “manually” gave the result of about
10 hours. The simplified task — term extraction only was
performed by the expert within 1.5 hours. During the term
extraction with the program, “excess terms” were found.
They made up about 5 % of the extracted terms. At the same
time, “lost terms” were not found. It should be noted that
the removal of “excess terms” does not require a special pro-
cedure, since in all cases the list of extracted terms is viewed
by the expert.

For comparison, testing of the DictionaryCreator soft-
ware product, proposed in [7] was carried out. Here, time
of term extraction was 12.4 seconds for the document of
10,000 words. However, the number of “lost terms” was
22 % (mostly terms of three or more words). Definition of
“lost terms” is a very labor-intensive procedure that can
only be performed manually. Thus, with an insignificant
increase in the time of text processing, it was possible to ob-
tain a significant improvement in the quality of extraction
of multi-word terms.

7. Discussion of the results of research on the speed and
quality of term extraction

A significant reduction in the number of “lost terms” at a
high speed of processing of source texts is explained by two
main solutions:

— the proposed method of forming potential terms as all
admissible chains of words located near the head-words;

— preliminary grouping of short documents.

Representation of a term as a set of word chains allows
defining terms as a subset of chains that are repeated in
the text. Such a principle can be used for the majority of
natural languages and requires only morphological analy-
sis. Grouping of short documents for the period of analysis
allows finding terms that occur in a document once. The
proposed solution requires the expert to only edit the term
included in the dictionary. The existing solutions for deter-
mining the frequencies of single words are characterized by
high speed, but leave a lot of work to the expert related to
the analysis of source texts. The methods of term extraction
as a noun with related adjectives do not cover the whole
variety of terms. The speed of such method is commensu-
rate with the one proposed in this work, however, a large
number of “lost terms” also require the expert to work with
the source text.

The studies were limited to Slavic and most common
European languages, for which the concept of the head-word
can be introduced. They can not be applied, for example, to
Vietnamese and other languages like Chinese.

The disadvantages of the study
include the representation of the

Preliminary Reduced set of
Text document
. document documents
in any format .
grouping

extracted term in the form, which
in some cases requires editing by
an expert. Attempts to present a

Format conversion

Document
analysis

Definition of
head-words

Document in the
xml format

List of Analyzer

constraints

,

Calculation of

Definition of Normalization

possible word and agreement of Olg(;gg:l?;es‘
combinations words . Ty
updating

multi-word term in the final form
without the use of known labor-in-
tensive methods of text generation
have so far failed.

In addition to the generally ac-
cepted concept of a term in the
texts representing a narrow knowl-
edge domain, specific abbreviations
and names (programs, processes,
machines, etc.) can be used, which
can also be attributed to terms.
Extraction of such terms requires
the formalization of the concepts
of “abbreviation”, “name” and is

Document in the
.txt format

Term dictionary

a continuation of this study. The

Fig. 5. Functional diagram of the TermsSelect program

domain dictionary should contain
an interpretation of terms, which
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Fig. 6. Editing of the term dictionary

1. Such parameters of terms
as the possible number of words



included, the possible number and arrangement of nouns in
the term, as well as possible limiters of the chain of words
included in the term are determined. The results of the study
are needed to construct a mathematical model of the term.

2. The information technology of term extraction from
text documents, containing document grouping; mathe-
matical model of the term, allowing to extract it from the
sentence; adjustment of the frequency of terms based on the
identification of inter-phrase relations and occurrence of
some terms in others is developed. The technology allows
term extraction without a detailed syntax analysis of the
sentence, which significantly reduces the processing time of
the document.

3. The TermsSelect software product, implementing the
proposed technology is developed. Text documents in any

standard formats were submitted to the input. To allocate
parts of speech and obtain the normalized form of word
representation, freely available plug-in text analyzers were
used. The maximum length of the word chain was set equal
to five. The expert’s task was only the editing of terms. The
analogue was the earlier developed DictionaryCreator soft-
ware product, which extracts terms as nouns and syntacti-
cally related adjectives. Comparative tests of the products
on the same texts showed that with almost the same time
spent on text processing, TermsSelect found all the terms,
and DictionaryCreator found 78 % of the terms. The search
for “lost terms” was estimated at 1.5 hours of work of the
expert work. Thus, the achieved improvement in the quality
of term extraction significantly reduced the total time of
term extraction.
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