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Cb02001i Ginbuicms 00CHi0INCEHb NPUCBAMeHa excnepm-
HOMY OUIHIOBAHHIO NOKA3HUKIE 3 GUKOPUCMAHHAM HE6eJUKOL
KiJIbKOCmi nepesipenux excnepmis, w0 nompedye bazamo uacy
ma eumpam. 3 n0s6010 CYHACHUX THOOPMAUTUHUX MEXHOI02i1
cmae MOHCAUBUM WEUOKE MA ONePamusHe nPo6e0eHHs. OUIHKU
noxasnuxie disnvrnocmi nionpuemcms. Ocroenum incmpymen-
moMm piuieHHss npodaemMu 00CmMoGIpHOCHI MAKoi OUIHKU € PO3-
PooOKa Hosux memodise 00podKu i pesyrvmamis.

3anpononosano memoo giocmaneii 01 00podKu pesyavma-
mi6 eKCnepMHUX OUIHOK NOKA3HUKIE Mma NPpo6edeHo 00CTi0HCeH-
Hs pe3yimamie iozo pobomu. /{ns ubozo suxonamne meopemuy-
He 00TpyHmyeanns memooy eiocmaneii, axe TPYHMYEMbCa HA
nonsmmi 6ausvkocmi (8idcmaneti) ouinox 00 cepeonb020 3na-
ueHHS, KoeiuicHmax KoMnemeHmHoCmi excnepmie ma Hop-
Manizauii 0anbHOT WKAAU OUTHIOBAHH.

IIposedeno docnidicenns mpvbox eapianmis excnepmuozo
0a1bH020 Ma 6epPOANLHOZ0 OUIHIOBAHHS HE3ANEHCHUX | 3ATeMHC-
HUX NOKA3HUKIE 3a MemodoM eidcmaneil, sKke noKas3ajio meuo-
Kicmv cxo0icenns 0 ycix eapianmis imepauiiinozo npoyecy
6i0 1 do 4 nopaokis 3a xoicroro imepauyiero. Ile dozsonsne 3po-
Oumu 8UCHOB0K w000 Oyjice HEBEUKOT KINbKOCMI 00uUCTeHDb
inpopmauiiinoi cucmemu i docmamuvoi weuoxocmi 06podKU
EKCnepmHUX OUIHOK.

Topisnuanvruii ananiz memoody eidcmaneti 3 nodionum 0o
Hb020 Memo0oOM KEaAOpamuunux 6i0xXujieHb noKazaé maudice
00HAK08Y WEUOKICMb CX00%4CeHHS 00 3—5 imepauiiinux Kpokie,
ase 3anponoHo8aHuli Memoo OmpuUMye OUiHKY Oiou HadIUMCe-
HY 00 cepednboi ouinku K0JcHo20 nokaznuxa. Taxooic 6in 00360-
JIS€ BUKOHYBAMU 8 IHPOPMAUTUHUX cucmeMmax 00podKy pe3yio-
mamie na 99 % weudwe ma 6 decamxu ado Hagimo 6 comui
pasis 0inbuoi Kivkocmi ouiHoK, HidC Y Memoodax 6i060py exc-
nepmie, w0 € 6ANCIUCUM Y KOHKYPEHMHOMY Cepedosuusi cbo-
200ni. Cepeons epexmuenicmo memooy 6 nopieHanHi 3 Memo-
dom 6idbopy excnepmis cmanosums 5.8 %

Kmouosi cnosa: excnepmui ouinku, OUiHKa NOKA3HUKIG,
<«on-line> ouinxa, o6podka excnepmnoi ouinku, ananis exc-
nepmuoi ouinKu, inpopmayiini mexnonozii
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1. Introduction

Many businesses and organizations in today’s world today
constantly face competitive environment, which encourages
looking for new methods and tools for performance efficiency.
This requires the mechanisms for identifying drawbacks and
insufficiently effective processes at enterprises.

The most common means include the monitoring of
operational quality of all divisions at an enterprise, as well
as reporting [1, 2]. However, these time-tested tools cannot
always reveal such hidden problems as customer dissatisfac-
tion with the work of a certain division, suppliers’ irritation
regarding the speed of interaction, etc. That contributes to
spoiling the image of the enterprise and, as a consequence,
reduces its competitiveness.

In order to identify those problems that cannot be de-
fined through the internal monitoring of structures’ work at
organizations and enterprises, other tools and methods are
required, which necessitates new research and developments
in this area.

One of such ways is to conduct external and internal
assessments of different objects in the activity of enterprises

for different indicators. Such estimates require processing
and analysis of results to derive the ultimate estimate at suf-
ficient accuracy. Organization and estimation techniques are
of different types; therefore, the methods for processing their
results differ as well and thus need various studies.

Assessment of performance indicators in most studies is
performed by a small number of experts, selecting whom is a
difficult and time-consuming task. In addition, many assess-
ments are performed by comparing them. However, at pres-
ent many enterprises, for the self-estimation of indicators of
their activities, require a rapid and independent assessment,
not only by experts, but by customers, suppliers, employees,
as well as other stakeholders.

One of the important tasks of today is the assessment
of various performance indicators of enterprises by using
modern rapid and effective tools and methods for processing
results. One of such tools is the information technology,
which makes it possible to perform an independent assess-
ment. However, such an assessment at present provides
mostly statistical reports with quantitative indicators while
the reliability is not checked; there are almost no methods
to check it.




Therefore, it is a relevant task now to develop and inves-
tigate processing techniques of expert estimations, which
would make it possible to evaluate the reliability of results
and their maximum approximation to the true one at a pre-
defined accuracy.

2. Literature review and problem statement

At present, analysis of processes or resources at enter-
prises often requires assessment in terms of different indi-
cators: quality, efficiency, degree of utilization, and others.
In most cases, such an assessment implies a point-based
score that makes it possible to perform the mathematical
processing of assessment results. An estimate can also be
verbal (with a verbal description of the object’s quality), in
this case, however, each description can be matched against a
certain score, thereby forming a point-based estimate again.

In general, assessment of indicators can be performed
using the following tools:

— thorough examination and estimation of each indica-
tor according to the results of monitoring or by employing
selected experts. However, such technique requires consider-
able resources and time for monitoring or for expert selection
and assessment [3];

— using on-line polling. Such an assessment is quite fast
and cost-efficient, but there is an issue on its reliability.

Of special interest is the self-assessment of estimated ob-
jects by people who apply information systems, which make
it possible to conduct an independent, fast, and economical-
ly-wise assessment.

As early as 2001, paper [4] reported a research based on
two estimation methods: self- assessment by employees and
expert estimation of the influence of chemical substances on
humans. The result was the obtained shift in self-assessment,
compared to expert estimation, by less than 17 percent in
9 out of 10 studies groups composed of 369 employees and
experts. The two methods that are being considered and com-
pared in [5] imply determining the proximity of results from
assessments in terms of reliability and the specified points.
This testifies to the expedience of performing self-assessment,
especially if this involves modern information technology.

Another factor in the appropriateness of performing
self-assessment is the complexity in identifying the reliabil-
ity and objectivity of experts’ estimates, who must be found
and engaged in the process of estimation. Many studies
[6, 7] address methods for selecting and analyzing experts
and estimates, which in most cases is a challenging task. Pa-
pers [8—10] examined methods for determining the weight
coefficients of experts based on their experience, which
implies determining special coefficients for calibration and
for an informational component, as well as determining
methods for obtaining reliable estimates by experts. This
task is important for problems that require rather significant
reliability and accuracy for predicting and making import-
ant decisions involving risk assessment.

However, there are many tasks that do not need consid-
erable accuracy of estimation, while they require efficiency
and objectivity. An example is the assessment of pupils’
training quality at an educational establishment, which can
be performed at any time based on the selected indicators:
modernity, imagery and accessibility of perception, combi-
nation with practice, and others. An educational establish-
ment can carry out such a self-assessment and identify prob-

lematic issues related to training quality by specific teachers,
courses, areas of study, and the educational institution in
general. This will help improve operational decision making
to enhance the quality in the future and, in some time, to
perform a repeated self- assessment to verify the appropri-
ateness of decisions made. Such tasks can be implemented
using on-line estimates, which are independent, and, there-
fore, quite objective. At the same time, such an assessment
is very rapid as it does not require a complex and long-term
process of expert selection.

There are interesting studies on generating the systems
of “on-line” test questionnaires with external estimation of
quality that makes it possible to constantly update them
on-demand [11]. At the same time, such an assessment
requires statistical and other methods for processing as-
sessment results, which have for many years been used and
perfected [12], which is important for determining the reli-
ability of the results obtained.

A pairwise comparison of estimated objects is another
assessment technique to determine the ranks of related
objects based on a given indicator. The processing of such
methods of estimation has been addressed in many scientific
works [13, 14]. However, these methods may experience
problems with solving conflicts on transitivity [15, 16]. In
addition, such a technique is not suitable in the cases of indi-
vidual assessment of each object without comparison.

Given the above, it can be argued that there are many
practical problems at present that require an economical-
ly-efficient, quick, and fairly accurate estimation of per-
formance indicators for enterprises and institutions, both
externally and internally. For most of these tasks, it is not
essential to obtain the maximum accuracy of estimation,
while more important is the speed of its performance and
the objectivity of assessment. To implement these tasks,
development of new tools and estimation methods is needed
now [17], which would ensure meeting these requirements.

The new methods today include on-line assessment, which
has been addressed in many studies on the construction of a
system of an estimation scale [18], an analysis of the results
obtained by using such an estimation [19], and others.

However, the unresolved issue is the maximum reliability
of on-line estimation. A comprehensive approach is needed
to come closer to solving this task. This necessitates devel-
oping, first, methods to identify experts that are unaware of
an estimated subject, “random” and malicious, and, second,
methods for the maximally reliable processing of estimation
results at a predefined accuracy of results.

Both tasks are complex and not studied enough for their
practical application today. Thus, many works addressed the
selection of experts [7], the use of estimates for constructing
models [6], monitoring the achievements based on documen-
tary indicators and stages in its performance [2], which is
not relevant for on-line assessment. Therefore, exploring new
methods for on-line assessment, and especially results pro-
cessing, will make it possible to solve the problem of reliabili-
ty; this is relevant at present for practical application and im-
plementation of the new systems of control and management.

3. The aim and objectives of the study

The aim of this study is to develop a method of distances
for processing the results of expert estimation of indicators,
which will be particularly effective for the class of problems



that permit a deviation in the accuracy of result up to 17 %
or larger and can use automated information systems for
estimation.

To accomplish the aim, the following tasks have been set:

— to theoretical substantiate the method of distances for
processing results of the assessment of indicators;

— to investigate a convergence rate of the iterative pro-
cess in the method based on the number of iterations;

—to perform a comparative analysis of results from
estimating the method of distances, the method of square
deviations and the mean value, and to determine the mean
efficiency of the method of distances.

4. Theoretical substantiation of the method of distances
for processing results from the estimation of indicators

The development of information technologies increas-
ingly produces new methods of on-line assessment, which do
not make it possible to estimate the reliability of experts by
examining their documents or the history of their achieve-
ments, only based on their answers and the estimates that
they provided. Therefore, an important task is the statistical
processing and analysis of estimates to determine the reli-
ability of experts” answers.

One of the common estimation techniques is to apply a
point-based scale, the use of which in most cases is domi-
nated by a cluster (density) of estimates over a small range.
This circumstance has been exploited when developing the
method of distances for a more accurate determination of
the group estimate.

While developing a method of distances, we have chosen
that the result from estimating a single object is the value
that is the “closest” to the “cluster” of estimates. In addition,
this method was supplemented with a condition for defining
the competence of each expert engaged in estimation, on the
basis of which we adjusted the result of estimation towards
the “weightier” (competent) experts.

The concept of maximum closeness to the cluster of es-
timates is defined as the minimum distance of all estimates
in totality to the average weighted estimate. Weight of each
estimate is defined by the competence of the expert who pro-
duced it. Competence of experts can be determined by dif-
ferent techniques: by additional survey and/or the proximity
of their estimate to the weighted average estimate.

The method of distances is based on the iterative calcula-
tion of the weighted average estimate, where weights are the
calculated coefficients for experts’ competence (CC). CC are
based on the relative proximity (distance) of each estimate
to the preliminary average weighted estimate.

Assessment can be performed based on different scales,
but in order to calculate it, it must be normalized in the
range from 0 to 1. Assume that the assessment scale is in the
range from A to B with step d. Then for the new range from
0 to 1, the new step is

1

B-A"
d

dl=

The magnitude of each point for calculation then equals
xp=kd; where k is the number of the point.

At the beginning of calculation, the weights of all es-
timates are equal and are determined as the competence

coefficients of experts who produced these estimates. Thus,
if the number of estimates equals m, then all weights and CC
at the beginning (iteration £=0) are equal to:

1
Qi :Z, 1

where i=1+m.

Calculation of the weighted average estimate is per-
formed in several iterative steps. At every step, the
average weighted estimate is computed first. If one de-
notes each estimate as xj;, where j is the number of the
object (j=1+n), i is the number of an expert (i=1+m), then
the weighted average estimate at the k-th iteration is
equal to:

Sy :Exﬁ'qnﬁ' 2

For the next step, one needs to calculate new CC (qp),
which are determined by the proximity (distance) to the
calculated weighted average estimate and the sum of which
is equal to 1, specifically:

Grrji =

1 (3)

where |x =S kj| is the distance from each estimate by expert
i S

i=1 |xﬁ =S ki|
is the relative distance of estimate x;; to the average
weighted ;.

from the sum of all distances of estimates of object j.
The sum of all these values will be equal to 1. The larger
its value, the further the estimate is from the weighted
average.

However, to determine gj;, one needs an inverse value
that would be greater if the distance of an estimate to the
weighted average is smaller. Thus, such a value for the in-
verse relative distance is calculated as follows:

|x

m

i to the weighted average estimate of object j;

[0 =S
— .
zi:1|xﬁ _Skj

The sum of all the values (i=1+m) for object j will be
equal to m—1. However, for normalization, the sum of
experts’ competence coefficients should be equal to 1. To
this end, each derived value must be divided by m—1.

The new derived CC (g4;) are employed in the new
calculation of the weighted average estimate, then the
calculation of new CC (g4j;) is repeated for the next step.

Based on the performed experimental calculations,
we have derived the result of constant reduction in the
difference between the new and preceding value for the
weighted average estimate Sjp.1—S;, which rapidly ap-
proaches 0. This is used to determine the final step, which
is determined when this difference reaches the value that
is less than the specified error for the group estimate. The
magnitude of error is determined depending on the scale
of assessment and the estimation pattern.



3. Results of experimental examination of calculations
using the method of distances

The first test of the method is based on a limited num-
ber of experts with various points, determined from formu-
lae (1) to (3).

Take for 4 objects p; (j=1+n; n=4) the estimates by
7 experts x; (i=1+m; m=7) for each object. The number
of estimates for each object is the same and equals m=7.
Thus, each expert’s competence coefficient at the initial
stage (iteration £=0) is the same and is equal to qg;;=1/7
(i=1+7;j=1+n). At the first step, we calculate the weighted
average estimate Sy, which is an average estimate for each
object:

step 0 m= q0ji=1/7

X X, X3 X4 Xs X¢ X7 SO
pl 3 7 6 8 9 7 5 7,1429
p2 3 5 6 4 2 1 0 3
p3 4 4 8 9 5 6 1 5,2857
p4 7 5 3 1 7 4 2 4,1429

Fig. 1. Initial estimates by 7 experts for 4 objects

Several iterations are performed next, at each the follow-
ing are calculated:

— distances from estimates to the weighted average for
each object (dji) and their total value (sumj),

—new CC for each estimate and each object gkji, i=1+7,
j=1+4;

— new weighted average estimates (Skj, k is the number
of iteration);

— deviation of the new weighted average estimate (Skj)
from the preceding (Sk-1,7).

Fig. 2 shows results from the second step — the calcula-
tion of the first iteration and results of the first error (S1—Sp)
in a weighted average estimate S;.

step K=1

[x1-S0| |[x2 - S0| |[x3 -S0| |[x4-SO0] |[x5-S0| |[x6-S0| ||x7-S0| sum
dl 0,8571 | 0,1429 | 1,1429 | 0,8571 | 1,8571 | 0,1429 | 2,1429 7,1429
d2 0,0000 | 2,0000 | 3,0000 | 1,0000 | 1,0000 | 2,0000 | 3,0000 | 12,0000
d3 1,2857 | 1,2857 | 2,7143 | 3,7143 | 0,2857 | 0,7143 | 4,2857 | 14,2857
d4 2,8571| 08571 | 1,1429 | 3,1429 | 2,8571| 0,1429 | 2,1429 | 13,1429
KK (qkiji) S1 |S1-S0|
ql 0,1467 | 0,1633 | 0,1400 | 0.1467 | 0,1233 | 0,1633 | 0,1167 | 7,1667 | 2,38E-02
q2 | 0,1667 | 0,1389 | 0,1250 | 0,1528 | 0,1528 | 0,1389 | 0,1250 3| 4,44E-16
QB 0,1517 | 0,1517 | 0,1350 | 0,1233 | 0,1633 | 0,1583 | 0,1167 | 5,2867 | 9,52E-04
g4 | 0,1304| 0,1558 | 0,1522 | 0,1268 | 0,1304 | 0,1649 | 0,1395 | 4,1268 | 1,60E-02

Fig. 2. Results of iteration 1

At step 3 (Fig. 3), a deviation of the weighted average
|§2 —$1] is reduced.

step K=2
[x1 - SO]_||x2 - SO |[x3 - SO| ||x4 - SO] ||x5 - SO|_||x6 - SO |[x7-S0] | _sum

a1 | 08333] 01667 | 11667 0.8333 | 18333 ] 0,1667 | 2,1667| 7.1667

| 0.0000] 2,0000| 3,0000 | 1,0000| 1,000 2,000 | 3,0000 | 12,0000

&3 | L2867 12867 | 27133 | 3.7133 | 02867 0.7133 | 42867 | 14,2867

g4 | 28732 08732 11268 3,1268 | 28732 0,1268 | 2,1268 | 13,1268

KK (qkji) s1 S1-S0]
ql | 01473 | 01628 | 0,1395 | 0,1473 | 0,1240 | 0,1628 | 0.1163 |7-1705  |3.88E-03
q2 | 0.1667 | 0.1389 | 0.1250 | 01528 | 0.1528 | 0.1389 | 0,1250 |3 ,00E+00
g3 | 01517 01517 ] 0,1350 | 0.1233 | 0,1633 | 0,1583 | 0,1167 |5-2808  |1.59E-04
g4 | 01302 0,1556 | 0,1524| 0,1270 | 0,1302 | 0,1651 | 0,1397 |41241  |2.70E-03

Fig. 3. Results of iteration 2

That continues at each iteration (3) to (5) for each ob-
ject. A value for iteration 5 (Fig. 4) determines the error in
the weighted average estimate (S) from the preceding (S;-1),
less than 10, which means the rapid convergence of result.

step K=5

[x1-S0] ||x2 - SO0| ||x3 - SO| |[x4 - SO| |x5 - SO ||x6 - SO| ||x7 - SO| sum
di 0,8287 10,1713 |1,1713 |0,8287 |1,8287 10,1713 (2,1713 |7,1713
42 [0,0000 12,0000 {3,0000 [1,0000 |1,0000 {2,0000 (3,0000 |12,0000
a3 1,2869 [1,2869 |2,7131 |[3,7131 |0,2869 |0,7131 |4,2869 (14,2869
44 |2.8764 10,8764 |1,1236 (3,1236 |2,8764 10,1236 (2,1236 |13,1236
KK (qkji) S1 |S1-S0]
ql 0,1474 | 0,1627 | 0,1394 | 0,1474 | 0,1242| 0,1627 | 0,1162 | 17,1713 | 1,65E-05
Q@ 0,1667 | 0,1389 | 0,1250 | 0,1528 | 0,1528 | 0,1389 | 0,1250 3| 0,00E+00
q3 0,1517 | 0,1517 | 0,1350 | 0,1234 | 0,1633 | 0,1583 | 0,1167 | 5,2869 | 7,33E-07
q4 0,1301 | 0,1555 | 0,1524 | 0,1270 | 0,1301 | 0,1651 | 0,1397 | 4,1236 | 1,29E-05

Fig. 4. Results of iteration 5

The process completion depends on the assigned error for
calculation: if the error is less than the assigned one, then the
iteration is considered to be the last.

The second variant to test the method is based on the
“on-line” assessment, in which number m is very large and
constantly increasing, so direct application of formulae (1)
to (3) requires much time and resources for computation,
which is not effective.

If one analyzes the “on-line” assessment, it can be noted
that the number of values for estimates is a small and limited
magnitude, so one can adjust the previous method consider-
ing this one.

Suppose that [ is the number of possible estimates
(points); x; (i=1+1), all values for possible estimates; a;; is
the number of estimates with value x; for indicator j; j is the
number of indicators for estimation (j=1+n); k is the level of
iteration.

For example, indicators are estimated based on a 10-point
scale from 0.1 to 1 at increment 0.1, then the number of possi-
ble estimates /=10, values for estimates x;={0,1; 0,2; 0,3;...1},
and the score of each estimate is defined by the survey itself
and could be equal, for example, to: ay;={0; 2; 30; 150; 1080;
560; 210; 50; 3; 1}, which determines the number of estimates
for indicator 1 based on relevant estimates.

In this case, formula (1) changes as follows:

_1
2 i:1ai '

The actual value is m=3Xa,. The average weighted esti-
mate will change, accordingly, to:

Qi = @)

1
Ski=>a,x.qy;. 5)
=1

This expression shows that estimates with the same point
are merged as a;x;. Thus, the next calculation of competence
coefficient gp+4,;; is determined from:

1— l|xf_S’7|

Z,.:ﬂﬁ|xi _Skj|
b

m—1

Gprji =

(6)

where a, |xi —Skj| is the distance of all estimates with value
x; to the preceding weighted average estimate at iteration £



[ = 5|

|xz‘ —Sk,|
estimate with value x; to the weighted average of the total
distance of all estimates of indicator j. The sum of all the
values (for i=1+]) will be equal to 1:

of indicator j; — is the relative distance of an

i

z’: ajl.|xi —Skj|
[
i=1 zi:1(aji|x7. —Skj|)

By analogy with the previous explanation

=1. (7)

=1 |xi ~ Skf|
i =17 G S :
2;‘:10]'1' |xi - kf|

The sum of all the values (i=1+[),) will be equal to m—1.
To normalize, each resulting value must be divided by m—1.

We shall present experimental calculations for the sec-
ond variant of application of the method of distances. To this
end, we selected 4 indicators as well, for which we performed
calculations based on a 10-point scale with estimates from
0.1 to 1, but the number of experts for each indicator exceed-
ed a thousand (Fig. 5).

step 0 1=10
xi |0,1 02 03 04 05 06 07 08 09 1 S0 q0
al a2 a3 a4 a5 a6 a7 a8 a9 alo

pl 1 12 24 165 258 180 260 201 15 2 (0,60018 | 1/1118
p2 2 45 987 450 112 29 14 12 5 0 |0,35181|1/1656
p3 |24 25 467 598 356 245 678 476 43 11 |0,55313 | 1/2923
p4 0 0 16 37 138 874 734 115 8 0 |0,63788|1/1922

Fig. 5. Experimental estimates for 4 indicators (P1—P4)

Fig. 5 shows steps for each indicator (p;):

— the number of estimates (ai) with a value of point xi;

— the average weighted estimate S0;

— initial coefficient of competence g0.

As early as at the first iteration, we obtain an error in the
weighted average estimate 51— of order 10-°—1076.

Step K=1

i= |1 2 3 4 5 6 7 8 9 10 sum
142,829
116,946

dl 10,5002 [0,4002 |0,3002 |0,2002 |0,1002 |0,0002 |0,0998 |0,1998 |0.,2998 |0,3998
d2 102518 [0,1518 |0,0518 |0,0482 |0,1482 |0,2482 |0,3482 |0,4482 |0,5482 |0,6482
d3 104531 |0,3531 |0,2531 |0,1531 |0,0531

0,0469 {0,1469 10,2469 [0.3469 |0,4469 |496,803

d4 05379 04379 (03379 [0.2379 10,1379 [0,0379 |0,0621 |0,1621 02621 [0,3621 |132,67:
KK (qlji) st |S1-S0]
6,00 |7.84
q1_[0,00089 |0,00089 |0,00089 [0,00089 |0,00089 [0,00090 [0,00089 |0,00089 |0,00089 |0,00089 |E-01 _|E-06
352 [3.66
42 [0,00060 |0,00060 |0,00060 [0,00060 |0,00060 [0,00060 [0,00060 |0,00060 |0,00060 |0,00060 |E-01 | E-05
553 (1,00
43 [0,00034 |0,00034 |0,00034 [0,00034 |0,00034 [0,00034 [0,00034 |0,00034 |0,00034 |0,00034 |E-01 _|E-06
638 |5.46
g4 _10,00052_|0.00052 |0,00052 [0,00052 |0,00052 000052 [0,00052 |0,00052 |0,00052 |0,00052 |E-01 _|E-06

Fig. 6. Calculation of weighted average estimate S at
iteration 1

And at iteration 5 the error becomes almost zero (Fig. 7).

The third variant to test the method is based on the
interrelated indicators so that their estimation by a single
expert is a series of weight coefficients of these indicators
for some model, whose sum is equal to 1. For example, a first
expert estimates all 4 indicators, based on their influence on
a certain process, as, respectively, {0.1; 0.45; 0.25; 0.2}, hence
0.1+0.45+0.25+0.2=1. Such estimates can be produced, first,
by the limited number of experts, selected for their compe-
tence, second, they can be acquired from an “on-line” survey.

Step K=5

i= |1 2 3 4 5 6 7 8 9 10 sum
0,5002 |0,4002 |0,3002 |0,2002 |0,1002|0,0002 |0,0998 |0,1998 |0,2998|0,3998 142,830

0,2518 [0,1518 |0,0518 |0,0482 |0,1482(0,2482 (0,3482 |0,4482 |0,5482|0,6482 116,931
0,4531 |0,3531 |0,2531 |0,1531 |0,05310,0469 |0,1469 |0,2469 |0,3469|0,4469 496,803
0,5379 10,4379 10,3379 |0,2379 |0,1379{0,0379 {0,0621 |0,1621 |0,2621|0,3621

dl
d2
d3
d4

132,680

KK (qlji) st
892 [8.93 [893 [894 895 [895 895 [894 [893 [893
gl |E-04 |E-04 |E-04 |E-04 |E-04 |E-04 |E-04 |E-04 |E-04 |E-04
603|603 604 604 603 [603 602 [602 |601 |60
¢2 |E-04 |E-04 |E-04 |[E-04 |E-04 |E-04 |E-04 |E-04 |B-04 |E-04
342 (342|342 342 342 [342 342 [342 [342 |342
¢3 |E-04 |E-04 |E-04 |E-04 |E-04 [E-04 |E-04 |E-04 |E-04 |E-04
518|519 |509 520 520 [520 520 [520 [520 |5.19
¢4 |E-04 |E-04 |E-04 |E-04 |E-04 |E-04 |E-04 |E-04 |E-04 |E-04

Fi

|S1-S0|

0,600190,00E+00

0,35177|5,55E-17

0,553130,00E+00

0,637880,00E+00

g. 7. Calculation of weighted average estimate Ssat
iteration 5

In this case, experts’ competence coefficient can be esti-
mated based on each indicator separately, to be further aver-
aged, based on all indicators, for each expert. We present an
algorithm for such calculation for the interrelated indicators.

If experts’ estimates are represented in array X, where
X(j,1)€(0+1) is the estimate by expert i=1+m for indicator
j=1+n. The variables and vectors, which are used in the algo-
rithm, are to be denoted as follows:

dif — calculation accuracy is specified by the developer of
the assessment system,;

sr(j) — the average (weighted average at subsequent
stages) of indicator j;

sd(j) — difference between the new and the preceding
weighted averages of indicator j;

nSr(j) — new weighted average of indicator j;

SdMax — the maximum value for sd(j) for all indicators;

Sum(j) — total distance of all estimates to the average
weighted indicator j;

qSr(i) — coefficient of competence by expert I;
the calculation of the resulting average weighted estimate
can be implemented by the following algorithm (Fig. 8).

’ calculation of Sr (j) initial average (S0) for each indicator j ‘

SdMax>dif

calculation Sum(j) of sums of all distances to the preceding average (sum)
for each indicator j

!

’ calculation ¢Sr(i) of competence coefficient (q,) for each estimator i ‘

'

’ calculation nSr(j) of new weighted average (Sy) for each indicator j ‘

¥

calculation Sd(j) — distance between the old and new average (Sy—Sk.;) for
each indicator j 7

SdMax=Sd(j)
=
Sr(j)=nSr(j)

yes

<
aQ
7

no

j<n

Fig. 8. Calculation algorithm of the weighted average value
for interrelated indicators

We present experimental calculations for the third vari-
ant with the interrelated indicators. For this purpose, we
selected 4 parameters p1—p4 for which estimates were pro-



duced by 7 experts based on a scale from 0.1 to 1, as well as
the condition under which the total estimation of all indica-
tors by a single expert equals unity (Fig. 9).

m=7 q0=1/7
step 0 xI x2 x3 x4 x5 x6 x7 S0
pl 0,3 0,5 0,8 0,4 0,1 0,1 0,2 3,43E-01
p2 0,2 0,2 0,1 0,6 0,2 0,2 0,3 2,57E-01
p3 0,4 0,2 0 0 0,3 0,3 0,1 1,86E-01
p4 0,1 0,1 0,1 0 0,4 0,4 0,4 2,14E-01
Xql 1 1 1 1 1 1 1 sum Sy=1

Fig. 9. Estimates by 7 experts based on 4 interrelated
indicators

At each step of the iteration, for each indicator, we cal-
culated the weighted average (5j) similar to the previous
tests, but a single CC for each expert is calculated as their
average value (Fig. 10). When calculating each 5j, estimates
are multiplied not by CC for each indicator j, but by their
average value for each expert.

step 1
|x1-80] [x2-S0] [x3-S0| |x4-S0| [x5-S0| [x6-S0] [x7-S0] sum

dl 0,0429 0,1571 04571  0,0571 0,2429  0,2429 00,1429 |1,3429

d2 0,0571  0,0571  0,1571  0,3429 0,0571  0,0571  0,0429 (0,7714

d3 02143 0,0143  0,1857  0,1857 0,1143  0,1143  0,0857 10,9143

d4 0,1143 0,1143  0,1143  0,2143 0,1857  0,1857  0,1857 |1,1143

KK (qlji) S1 |S1-S0|
ql 0,1613  0,1472  0,1099  0,1596 0,1365  0,1365 0,1489 0,3369 |5,95E-03
q2 0,1543  0,1543  0,1327  0,0926 0,1543  0,1543  0,1574 |0,2537 |3,40E-03
q3 0,1276  0,1641  0,1328  0,1328 0,1458  0,1458 0,1510 [0,1912 |5,5E-03
q4 0,1496  0,1496  0,1496  0,1346 0,1389 0,1389  0,1389 0,2180 |3,78E-03
3ql/4 0,1482 0,1538 0,1313  0,1299 0,1439  0,1439 0,1491 1 sum S;=1

maxSJ= 5,95E-03

Fig. 10. Calculation of weighted average S; for interrelated
indicators at iteration 1

Thus, if one denotes:

xj; (j=1+n, i=1+m) — value of estimates by expert i for
indicator j;

qri — coefficient of competence by expert i for indicator
j at iteration £&;

qri — average competence coefficient by expert 7 at iter-
ation k;

Sij — weighted average estimate of indicator j at itera-
tion k;

dSy; — error of the average weighted indicator j at itera-
tion k;

dS;, — error of weighted average estimate at iteration k;
then calculation of the weighted average estimate Sy; will be
performed according to formulae:

ghi=—, ®

m

where £=0,
Skj = zxjiqki’ €)]

i=1

B |sz' —Sy
'_n X, =S8,

G ji =2‘lm1|_j1k]|v 10)

dSy; =i~ Sir (12)

ds,..= max(SMj), Jj=1+n.

1) = Okt T

(13)

At iteration 5, we obtained an error in the average
weighted value in the experiment of the order of 107
(Fig. 11), which also shows the rapid convergence.

step 5

[x1-S0| [x2-S0| [x3-S0 [x4-S0| [x5-S0] [x6-S0| |x7-S0| sum
41 00362 01638 0,0638 02362 02362 0,1362 [1,3362
4> [0.0533 00533 01533 03467 00533 0,053 0.0467 |0,7600
43 02081 00081 0,1919 01919  0,1081 0,108 00919 |09081
44 |01186 01186 01186 02186 0,814 01814 01814 |1,1186
KK (qlji) s1 S1-80|
gl |0,1622 0,1462 0,1088 0,1587  0,1372 0,1372 0,1497 |0,33617 |8,97E-07
q2  |0,1550 10,1550 0,1330 0,006  0,1550 0,1550 0,1564 |0,25332 |4,91E-07
g3 |0,1285 10,1652 0,1314 0,1314  0,1468 0,1468 0,1498 |0,19191 |7,37E-07
g4 10,1490 0,1490 0,1490 0,1341  0,1396  0,1396 0,1396 |0,21859 |6,51E-07
$q)/4 0,1486  0,1538  0,1306 0,1287 0,147 0,1447 0,1489 1 sum Ss=1

maxS,;=  897E-07

Fig. 11. Calculation of weighted average assessment Ss for
interrelated indicators at iteration 5

For the “on-line” assessment of interrelated indicators,
formulae (8) to (13) are also used, however, in this case, one
needs to employ the algorithmic capacities of information
systems to process a large number of estimates.

6. Discussion of results of studying the method of
distances

The method of distances, which calculates the weighted
estimate, based on the results from 3 variants of its applica-
tion, demonstrated the result that is closer to the average esti-
mate, produced by the maximum number of experts, than the
method of square deviations, based on formulae (14) to (16).

At the beginning of calculation, the coefficient of compe-
tence and the weighted average will be similar (4), (5), but
the computation of competence coefficients at subsequent
steps will be different — based on a square deviation from the
weighted average:

2

1— (xﬁ B Skj)

2
7 (x-S,

Qs ji :1_?;1(—j1kj)7 (14)

Zr-l: D ji
s :#’ 15)
dSk+1,j = Sk+1,j _Skj' (16)

We performed experimental calculation in line with a
method of square deviations according to formulae (14) to
(16) and similar data used for the method of distances. This
calculation demonstrated a somewhat smaller convergence
Spe1—S; (Fig. 12).

One can also represent a comparison between results
of the average and the weighted average estimates for both
methods by a chart in Fig. 13. To this end, we denote the
result from the method of distances as S1, from the method
of square deviations as S2, the average value as S. Thus, to



estimate 4 parameters P1—P4, we obtain the following result
(Fig. 13).

step S
di=(xi-sum)2 : sum d;
dl 0,0008 0,0295 0,2226 0,0052 0,0521 0,0521 0,0164 |0,379

d2  ]0,0023 0,0023 0,0218 0,1241 0,0023 0,0023 0,0027 |0,158
d3  ]0,0407 0,0000 0,0393 0,0393 0,0103 0,0103 0,0097 |0,150
d4  [0,0158 0.0158 0,0158 0,0510 0.0304 0,0304 0.0304 |0,189

qi= (1-di/Zdi) / (m-1) sum qil Sk+1=3xiqi | |Sk+1-Sk]|
ql 0,1663 0,1537 0,0687 0,1644 0,1437 0,1437 0,1594 |1 [032819  |2,72E-06
q2  |0,1643 0,1643 0,1436 0,0356 0,1643 0,1643 0,1638 [1  [0,24775  |8,22E-07
@ |0.1214 0,1667 0,1229 0,1229 0,1551 0,1551 0,1559 (1 [0,19828  |1,62E-06
g4 |0,1528 0,1528 0,1528 0,1218 0,1400 0,1400 0,1400 [1  |0,22578  |1,92E-06

qi=
2ql/4 0,1512 0,1593 0,1220 0,1112 0,1508 0,1508 0,1548 |1

Fig. 12. Calculation of weighted average S5 for interrelated
indicators at iteration 5 when using the existing method

P1 P2
0345 ——————— 9253
034 -
0335 0252
0:33 0,246
0325
0.32 0.24
st s s2 s1 s s2
a b
P3 P4
0.204 0,23
0,195 - 0.225 |
0,192 022 |
0,186 0,215
0,18 0.21
0,174 0,205
s1 s s2 s1 s s2
c d

Fig. 13. Values for the average (S) and weighted average
estimates (S1, S2) based on two methods for 4 indicators:
a— for P1, b— for P2, ¢ — for P3, d— for P4

Fig. 13 shows that the estimate in line with a first meth-
od S1 is closer to the average than that in line with a second
method S2.

The advantage of the method of distances is the possi-
bility to rapidly implement it in modern information esti-
mation systems, especially so when there is a large number
of experts. The method also makes it possible to assign the
desired precision in calculations.

A limitation of the method of distances is certain trust
in the estimate by each expert. Therefore, it will not suffice
to only process the obtained estimates using the method of
distances. For greater reliability, new additional research
is needed into determining the credibility of experts at the
stage of a survey. For this purpose, we plan to design and
explore a system of additional questions in the assessment
systems for educational institutions that would specify
additional factors of trust to each expert. Constructing a
system of additional questions would make it possible to dis-
card those experts who are not familiar or have insufficient
knowledge of the object of estimation.

Using the method of distances is also limited by the con-
dition for the possibility to reduce the estimation system to a
point-based discrete normalized scale from 0 to 1.

Efficiency of the method of distances, when compared to
methods for selecting experts for assessment, can be defined

as the magnitude that is directly proportional to the percent-
age of reduction of costs per unit of permissible percentage of
loss in the quality (accuracy) of an indicator.

If one denotes the time needed to study documents and
achievements of each expert for the purpose of their selection
for each indicator as ¢1, the time needed for estimation by
each expert as ¢2, the time needed for discussion of results
and their subsequent re-evaluation as 3, and if the differ-
ence in accuracy of estimates for indicators is to be selected
as 17 %, determined in research [4], then the effectiveness
of assessment can be determined as follows. According to
the undertaken research into the assessment of indicators
by experts at three educational establishments in the city
of Odesa (Ukraine), t1 on average requires 2 hours, 2 —
0.05 hours, 3 — 5 hours. When using information systems
that involve the “on-line” assessment, t1=0 and ¢2=0, so the
difference in the cost of time (in proportion to the wages
of highly paid experts) would amount to 7 hours per each
expert. If the deviation in accuracy of up to 17 percent is
acceptable for assessment, reducing the cost of estimation
would equal (¢1+£2)/(t1+t2+t3)-100=99.3 per cent by 17 per-
cent of the loss in accuracy, equal to 5.8 per cent of the effec-
tiveness of the new method.

Our study will make it possible to use the method of dis-
tances in the practical activities of enterprises through the
development of an appropriate information system for the
expert estimation of indicators.

Owing to the proposed calculation of each expert’s com-
petence coefficients and selecting the most competent ones
when determining the resulting estimate, the method of dis-
tances automates the process of selecting experts. This sig-
nificantly reduces the cost of such a selection when using a
method of studying documents and history of achievements
by every expert, so it can be used in information systems.

An information system should suggest conducting an
on-line assessment for all stakeholders, as well as selected ex-
perts, as well as run an automated analysis of such assessment
using the method of distances, which would make it possible
for enterprises top management to receive constant operative
information about quality, cost, or other indicators of perfor-
mance, without wasting large amounts of time and resources.

7. Conclusions

1. We have theoretically substantiated the iterative
method of distances that determines the weighted average
assessment of indicators based on expert estimates. At each
iteration, one calculates each expert’s competence coeffi-
cients, which define the weight of his/her estimate in the
ultimate result.

The three variants of calculations based on the method of
distances have been proposed:

—a small number of expert estimates for independent
indicators;

—a large number of expert estimates for independent
indicators;

— expert estimates for dependent indicators.

2. Our study into the rate of convergence within an
iterative process for three variants of expert estimation has
showed convergence from 1 to 4 orders of magnitude for each
iteration, which requires in most cases from 2 to 5 iterations
for an error less than 1 percent of the step in a point-based
estimation scale. The resulting convergence rate to 5 iter-



ations makes it possible to draw a conclusion about a very
small amount of computation for an information system.
Thus, for n experts, an information system will perform at
each iteration operations of the order 2n3, which for a num-
ber of experts to 100 would not exceed 107 operations at
5 calculation iterations. It is known that when a processor
clocks at 1 GHz (which is less than the frequency of modern
processors), it performs 10? operations per second, and so
the processing of estimates by experts would take less than
1 second. For the number of experts exceeding 100, we have
proposed a second variant of calculations, which is per-
formed regardless of the number of experts, and depends on
the number of values in the estimation scale, which in most
assessments does not exceed 100. As regards the dependent
indicators, if the number of experts is equal to m, and the

number of indices is 7, then the number of computations
at each iteration is n(2m(m—1)+3). For example, perform-
ing about 2 million transactions for a single indicator and
1,000 experts would take less than 1 second.

3. A comparative analysis of the method of distances
with the method of square deviations has revealed showed
almost the same convergence rate, but the method of dis-
tances yields the estimate, which is closer to the average
estimate by experts for each indicator.

Thus, the issue related to complicated processes for se-
lecting experts and developing a time-consuming procedure
for conducting estimation is solved by using the method of
distances in modern information assessment systems, which
would allow the rapid, independent, and cost-efficient as-
sessment of various performance indicators at enterprises.
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