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Проведено аналіз способів оптимізації алгоритмів функціонуван-
ня нейронних мереж Кохонена – карт самоорганізації (Self-organizing 
map – SOM) за швидкістю навчання та часткою коректної класте-
ризації. Визначено ефективну оптимізацію карт самоорганізації за 
другим критерієм – Enhanced Self-Organizing Incremental Neural Net
work (ESOINN). Визначено, що у випадку неповного вхідного сигналу, 
тобто сигналу з втратами в невідомі моменти часу, частка коректної 
кластеризації неприпустимо низька на будь-яких алгоритмах SOM, як 
базових, так і оптимізованих.

Неповний сигнал представлено як вхідний вектор нейронної мере-
жі, значення якого подані єдиним масивом тобто без урахування від-
повідності моментів втрат поточним значенням і без можливості 
визначення цих моментів. Запропоновано та програмно реалізовано 
спосіб визначення відповідності неповного вхідного вектора до вхідного 
шару нейронів для підвищення частки коректного розпізнавання. Спосіб 
засновано на пошуку мінімальної відстані між поточним вхідним век-
тором та вектором-ваг кожного з нейронів. Для зменшення часу роботи 
алгоритму запропоновано оперувати не окремими значеннями вхідно-
го сигналу, а їх неподільними частинами та відповідними групами вхід-
них нейронів. Запропонований спосіб реалізовано для SOM та ESOINN. 
Для доведення ефективності реалізації базового алгоритму SOM про-
ведено його верифікацію з існуючими аналогами інших розробників.

Розроблено математичну модель для формування прикладів пов-
них сигналів навчальної вибірки на основі еталонних кривих другого 
порядку та сформовано навчальну вибірку. За цією навчальною вибір-
кою було проведено навчання всіх нейронних мереж, реалізованих  
з використанням запропонованого способу та без нього. Розроблено 
схему імітації втрат та згенеровано тестові вибірки для обчислю-
вальних експериментів на неповних сигналах.

На основі експериментів доведено ефективність запропоновано-
го способу для класифікації за неповним вхідним сигналом на ос- 
нові карт самоорганізації як для реалізацій базового алгоритму SOM,  
так і для ESOINN

Ключові слова: карта самоорганізації, SOM, ESOINN, нейронні 
мережі Кохонена (Kohonen), сигнал з втратами, втрати в часовому 
ряді, класифікація за характеристичним сигналом
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1. Introduction

One of the basic problems in systems of object control 
in terms of input signal of their characteristics is classifi-

cation problem. If the signal is represented as a time series, 
it is expedient to use neural networks to ensure high level 
of recognition accuracy. When a part of a signal or some of 
its values are lost at unknown time points, it is impossible  
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to apply varieties of networks in which size of the input layer 
corresponds to size of the input vector. However, a Kohonen 
network can be used, namely self-organizing maps (SOM). 
Compared with other neural networks, conceptual advantage 
of SOM is ability to teach them by a small number of examples 
of training samples which is essential for automatic control 
systems, especially for pre-fault modes of equipment operation.

The SOM neural networks have come into wide use in sol
ving present-day applied problems of classification in terms of 
the characteristic signal in a variety of industries, for example:

– diagnosis of quality of apples and corn seeds based on 
dynamic speckle [1]. Results of seed state descriptors serve as 
the SOM input information;

– classification of astronomic objects. The SOM input is 
data of the Gaia space telescope [2];

– creation of samples of local galaxies after astration [3]. 
Database of Sloan Digital Sky Survey (SDSS) – the project 
for training images and spectra of red shift of stars and gala
xies – is the basic source of information;

– comparison of protein ensembles [4]. Results of compu
ter modeling of protein ensembles are the input information.

Result in these examples is represented by the SOM vi
sualization in the form of a colored topographic map.

However, when the SOM signal with losses is clustered 
in the network, quotient of correct relation to the correspon
ding class is also significantly reduced which makes it impos-
sible to use this network when solving practical problems, for 
example, anomaly detection. Therefore, improvement of the 
SOM functioning algorithms for recognition of signals with 
losses is an urgent problem of practical importance.

2. Literature review and problem statement

Kohonen’s neural networks, in particular SOM, are based 
on the concept of self-organization [5]. Such networks in 
their specialization are adapted for data visualization and 
cluster analysis. Advantages of the SOM include resistance 
to noisy data, fast training and a small number of examples of 
the training sample.

Supersensitivity to the initial distribution of weight va
lues is the big disadvantage of this type of neural networks. 
Solution to this problem is proposed in [6–11]. An effective 
SOM initialization scheme is proposed in [6]. It consists of 
the follows: the training sample examples in which vectors 
differ substantially are specially initialized in different parts 
of the SOM. Modeling results have proved that primary 
initialization significantly accelerates training. An example 
of primary initialization of vertices of the SOM clusters 
before basic training by examples for which membership in  
a particular class is known in advance is given in [7]. This has 
made it possible to reduce training time and subject the SOM 
clusters to forced disconnection.

In addition to improvement of primary initialization, the 
SOM algorithms are optimized according to the following 
criteria: acceleration of training and raising the share of cor-
rect clustering in the network working mode. According to 
these criteria, it is possible to conditionally distinguish two 
approaches to optimization of the SOM algorithms.

The first approach involves methods for training acce
leration.

Criteria for termination of conventional SOM training 
include absence of significant changes in the neural network 
weights at the current step or reaching the specified maxi-

mum number of steps. A new criterion for stopping training 
is proposed in [8]: the degree of maintaining the topology.  
An optimized network is more likely to form clusters that are 
not topologically ordered.

Modification of the algorithm of training by large sets of 
dissimilar data is proposed in [9] for cutting training time. 
The algorithm of training by sparse data with a cut of pro-
cessing demand has been improved in [10].

Application of R-trees and k–d trees for indexing data in 
order to accelerate the training process by multidimensional 
data sets is proposed in [11].

General disadvantage of the varieties of neural networks 
presented in [6–11] is relatively low share of correct recog-
nition in the operating mode. Therefore, the second approach 
to optimizing SOM algorithms is aimed at increasing the 
share of correct recognition due to a clear definition of clus-
ter boundaries.

This approach consists in creation of a SOM with a va
riable structure, for example, by providing an additional 
space for new clusters. This is realized by adding new frag-
ments of the SOM grid which are called nodes, units or clus-
ters in [12–16]. Node is a neuron or a group of neurons that  
create a new whole cluster or its «share» added in the trai
ning process.

Two SOM models are presented in [12]. The first cor-
responds to Kohonen’s basic concept of training without  
a teacher. However, problems are solved using the process 
of controlled growth of the SOM dimension and removal of 
nodes. The second model is the result of combining the pre
vious one with application of radial basic functions.

A self-organizing map model is presented in [13]. It 
adds a new node if weights differ significantly from those 
available in the network. The study [14] describes modifi-
cation of the Kohonen’s network, Growing Self-Organizing  
Map (GSOM), which solves the problem of choosing optimal 
dimension of a self-organizing map. The GSOM network 
is used for problems of nonlinear diminution of dimension, 
approximation, and clustering.

Modification of the self-organizing map, Self-Organi
zing Incremental Neural Network (SOINN), is presented  
in [15]. The network has two layers that are trained one 
after another. The first layer is used to determine topology 
of clusters and the second is to determine number of clusters 
and identify nodes for them. The first layer is the input for 
the second one. Similar neurons of the first layer which are 
united by the bond determine the same class. When the first 
layer completes learning, the second layer starts learning by 
a similar algorithm. The map «grows» in the training process 
and is less sensitive to noise of the input signal.

A self-organizing map called Enhanced Self-Organizing 
Incremental Neural Network (ESOINN) is proposed in [16]. 
The following SOINN drawbacks are eliminated in it:

1)  uncertainty of the moment of stopping training the 
first layer and start of training the second;

2)  the problem of merging neighboring clusters. The  
ESOINN network better divides close and partially overlap-
ping clusters.

Thus, ESOINN is optimal concerning accuracy of SOM 
recognition as evidenced, in particular, by the results of trials 
on the MNIST data sets in [17].

However, both SOM and ESOINN do not provide a suf-
ficient share of correct clustering of signals with losses. The 
problem arises because the winning neuron is chosen in the 
SOM by the minimum distance between the current input  
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vector and the vector of weights of the given neuron.  
If a  complete signal is sent, then dimension of the current 
input signal is equal to dimension of the input layer of the 
self-organizing map. Thus, each i-th neuron of the input  
layer corresponds to the value of the i-th element of the input 
vector. If the input signal is incomplete (a part of the signal 
is lost), that is, dimension of the input vector is not equal to  
dimension of the network input layer, values of the corres
ponding indices of the input signal and the input neuron layer 
do not coincide, error grows and the signal is clustered incor-
rectly. The problem has to be solved by additional preliminary 
determination of conformity of the input signal to the neurons 
of the input layer. Therefore, it is necessary to conduct study 
and improve algorithms of the SOM functioning in order to 
achieve correct classification in a case of signals with losses.

3. The aim and objectives of the study

The study objective is raising accuracy of recognition 
of the input signal with losses based on the SOM neural 
network. 

To achieve this objective, the following tasks have to be 
solved:

– to develop a method of classification in terms of the 
characteristic signal with random losses on the basis of 
self-organizing maps; 

– to develop a mathematical model for formation of exam
ples of training and testing samples;

– to select existing and develop own program implemen-
tations of the SOM according to the basic algorithm and the 
algorithm supplemented by the proposed method;

– to verify proposed program implementations with exis
ting counterparts based on computational experiments;

– to carry out computational experiments with recogni-
tion of incomplete input signals.

4. Classification in terms of the characteristic signal  
with random losses on the of SOM basis

4. 1. Problem statement for a neural network complex
The problem of recognizing the input signal consists in 

the general case in determining conformity of the input signal.

X x x xSOM n= [ , , ],1 2 	 (1)

where xi is the value of the input signal at the i-th time point 
to the class ak which belongs to the set:

A a a ad= { , ,..., }.1 2 	 (2)

Complexity of classification lies in the fact that it is not 
known in advance at what moments of time tj the correspon
ding dimensions of the signal xj were lost. That is, a single 
data array which has no spaces is fed to the SOM input.

The SOM solves only the clustering problem, that is, it 
defines the SOM cluster that corresponds to the current in-
put signal. After that, it is necessary to solve the problem of 
classification, that is, determine correspondence of this clus-
ter to class ak. To solve the classification problem, another 
neural network, for example, a multilayer perceptron (MLP) 
is most often used. Fig. 1 shows a schematic representation of 
the SOM and MLP complex.

Fig. 1. Solution to the classification problem with SOM 	
and MLP neural networks

The trained SOM receives an input signal in a working 
mode. The clustering problem solution consists in deter
mining the most appropriate SOM cluster. This is reflected 
in the matrix of all outputs of neurons of the Wsom grid.  
To solve the classification problem in the MLP, all rows of 
the Wsom matrix are written sequentially and create an input 
of the MLP vector. Thus, dimension of the input layer of the 
MLP depends on dimension of the SOM matrix. Dimension 
of the output layer of the MLP equals to the number of 
classes of recognition of the application problem. Each neu-
ron corresponds to a certain ak class from the set A (2). The 
output vector of the MLP Y displays a set of probabilities of 
the input vector conformity to each of the classes. The result 
of the classification problem is the number of the neuron that 
defines the recognized class.

However, if a part of the characteristic signal is lost, 
the input vector does not conform to the input layer of the  
SOM network and the clustering problem is solved incor-
rectly. In order to avoid this, it is necessary to preliminarily 
determine conformity of the input signal to neurons of the 
input layer.

4. 2. Determination of conformity of components of the 
input vector to neurons of the input layer of the SOM

The problem of correct recognition of incomplete signals 
can be solved on the basis of preliminary determination of 
conformity of neurons of the input layer of the neural net-
work to elements of the input signal. Conformities between 
values of the input signal xi and the neuron nj of the input 
layer of the neural network should be established.

A signal is represented as an input vector of the neural 
network the values of which are given by a single array, 
that is, without taking into consideration conformities of 
the moments of losses to the current values even in a case 
of impossibility of determining these moments. Fig. 2 shows  
schematic diagram of such conformity for complete (Fig. 2, a) 
and incomplete (Fig. 2, b) input vectors. If a signal with 
losses (that is losses of neurons of the input layer are greater  



Eastern-European Journal of Enterprise Technologies ISSN 1729-3774	 2/4 ( 98 ) 2019

16

than values of X som) is sent to the neural network input, then  
only the first k neurons of the input layer will be involved 
resulting in incorrect result of recognition.

This problem is solved by determining comparison of neu-
rons of the input layer with the input vector of the SOM. This 
comparison is optimal for the current signal. The following 
algorithm is used:

1.  Determining initial combination C1 of comparison of xi 
with nj for all k neurons of the input signal according to the rule:

xi = ni.	 (4)

2.  Feeding X som  to the SOM input.
3.  Determining the winning neuron by the SOM algo-

rithm.
4.  Checking completion of the algorithm:
Since the number of neurons involved in the SOM is equal 

to the number of neurons in the input layer, current error  
of the winning neuron (with no account of missed values) is 
calculated as the Euclidean distance between the vector of its 
weights and the input signal:

D X Wsom j= −| | ,2 	 (5)

where X som  is the current input vector of the SOM; Wj is  
the vector of weights of the j-th winning neuron.

The algorithm completes in the following cases:
– if the current error is less than the specified minimum 

error value δ:

D < d, 	 (6)

number of the current winning neuron is returned;
– if all combinations of comparison of components of the 

input vector and neurons of the input layer were enumerated 
without meeting condition (6), the result is returned with 
the smallest error D.

5.  Changing the current combination of comparison Cp 
for Cp+1 occurs as one step of transposition of connection xi 
to nj. For the first iteration, shift occurs for i = k. With each 
subsequent iteration, i is decreased by 1.

6.  Returning to p. 2.
As a result of execution of the algorithm of comparison 

of components of the input signal with neurons of the input 
layer, an optimal combination of comparison is determined. 
After that, clustering is performed in the SOM.

This method disadvantage consists in the fact that its 
computational complexity is factorial and depends on the 
amount of lost values of the input vector. If condition (6) was 
not met at early stages in the cycle, then a complete enumera-
tion of conformity of connections of components of the input 
vector and neurons of the input layer is performed to find  
a combination with a minimum error.

In order to solve the problem of rapid growth of computa-
tional complexity, we propose to operate not with individual 
values of the input signal but with their groups. Conformity 
between the input layer and the input vector is sought not 
for each value of the input vector but for a group of values.  
A group of neurons is an indivisible fragment of the input sig-
nal with g values of xg. This fragment is indivisible in terms 
of the fact that all connections and elements of the group 
correspond to the neurons of the input layer on the principle:

X ni
g

j= + const, 	 (7)

that is, all connections within the group in each iteration are 
equally shifted by one value.

Optimal size of the group g is determined by means of 
available computing resources and can be determined ex-
perimentally as the time spent for classification by the test 
examples.

The smaller dimension of the group of values of the input 
vector the greater computational complexity. On the other 
hand, the larger the number of components of the input vec-
tor the higher accuracy can be achieved.

The computational experiments performed with the test 
task have determined that correct recognition is retained at 
a loss of up to 20 % of the input signal. Thus, with a complete 
input vector of 100 values, the order of complexity of the  
algorithm is 1020 and when using groups of neurons with 
initial dimension 7, it decreases by 1018 times.

4. 3. Stages in solving the problem of classification 
with incomplete signal

1.  Implementation of the SOM and MLP software com-
plex according to the architecture shown in Fig. 1.

2.  Training an autonomous SOM by a training sample 
with examples of a complete signal.

3.  Training in the MLP neural network complex using 
the SOM output with the same training sample.

4.  Determination of conformity of components of the 
current input signal to the neurons of the input layer of  
the SOM by the proposed method.

5.  Classification on the SOM-MLP 
neural network complex where the 
SOM is brought to conformity with 
the current incomplete signal.

The first three stages are typical for 
classification and are performed once. 
After that, the neural network complex 
is ready to classify in terms of a com-
plete signal. The fourth stage provides 
opportunity to classify incomplete sig-
nals at the fifth stage according to 
the SOM and MLP operation algo- 
rithms. 

Thus, classification of each current 
signal with losses at unknown time 
points consists in performing the last 
two stages.

Fig. 2. Conformity of the input vector to the input layer: a case of a complete 	
signal (k = n) (a); a case of a signal with losses (k < n) (b)
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5. Mathematical model of formation of examples  
of complete signals in the training sample

The test example is the problem of recognizing curves of 
the second order in terms of similar fragments: upper parts  
of the circle, ellipse and parabola.

The input signal X som is a list of discrete values 
of a function that defines the corresponding curve.

In order to collect the necessary number 
of examples of the training sample, the ε va
lue is added to the xi value of the correspon
ding curve. This value belongs to the range  
[–1.5∙δ; 1.5∙δ], where δ is the maximum distance 
between the xi points belonging to different 
reference curves. The ε value is calculated as the 
Gaussian distribution:

ε
π

=
−1

2

2

22

σ
σe

x

, 	 (8)

where σ = 0.4.
If the random value goes beyond the range, 

then assume that ε = 0.
Examples of the training sample are calcula

ted by formulas (9)–(11):
– for a circle:

x Ri = ( )2 2− τ ε,+ 	 (9)

where xi is ordinate of the point at the i-th moment of time; 
R is the circle radius;

– for an ellipse:

x a bi elips elips= ⋅( )1 2 2 2− τ + ε, 	 (10)

where aelips, belips are parameters of the ellipse;
– for a parabola:

x a b ci parabola parabola parabola= + + +τ ε,2 	 (11)

where aparabola, bparabola, cparabola are parameters of the parabola.
To complicate the problem, similar fragments of curves 

were selected (Fig. 4). The standard curves were given by the 
following equations (2 curves for each class):

– circle:

xi = +( )9 2− (τ − 3) ε, 	 (12)

xi = +( )9 2− (τ − 2.9) ε; 	 (13)

– ellipse:

x = − + +1 3 22τ τ ε, 	 (14)

x = − + +1 3 2 052τ τ + 0.1 ε;. 	 (15)

– parabola:

xi = ⋅
− ⋅

+(
)(

.
3 3

3 3
3 2

2 2

2−
τ

ε, 	 (16)

xi = ⋅
− ⋅

+(
. )(
.

3 3
2 95 3
3 2

2 2

2−
τ

ε. 	 (17)

Fig. 3 shows reference curves. It is shown that the range 
of values xi taking into consideration the random ε variable 
contains all possible values of all examples built on the basis 
of these curves.

All SOM neural networks involved in further com
putational experiments were trained on the same training 
sample.

6. Realizations of neural networks

To prove effectiveness of the proposed method for de-
termining conformity of the input vector to neurons of the 
input layer, the following versions of the neural networks 
were developed:

1)  SOMbase self-organizing map implemented on the 
basic SOM algorithm;

2)  SOMmod self-organizing map implemented on the ba-
sic SOM algorithm supplemented with the proposed method;

3)  ESOINNmod self-organizing map implemented on 
ESOINN algorithm supplemented with the proposed method;

4)  MLPbase multilayer perceptron implemented on the 
multilayer perceptron algorithm.

The first two versions of the SOM were implemented 
on the same data structures and basic algorithms for correct 
comparison of the SOM algorithm with the algorithm sup-
plemented with the proposed method.

To compare the recognition results in optimized SOMs, 
ESOINN was selected from the resource [18] on the basis 
of which the proposed method was implemented in the  
ESOINNmod network.

To test the investigated Kohonen networks, the deve
loped MLPbase was used with the exception of ENCOG [19] 
and NeuraPH [20] networks for which MLP was used from 
their libraries. This relates to the fact that the SOM only 
solves the clustering problem and then it is necessary to 
solve the classification problem according to the defined 
SOM clusters, that is, determine which cluster corresponds 
to which class of the applied problem.

Fig. 3. Reference curves of the test problem
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In order to verify the developed software implementation 
of the SOM by the basic algorithm, computational experi-
ments of recognition of the complete signal for comparison 
with the existing counterparts of other SOM developers:  
Encog, NeuroPH. Thus, correctness of the own implemen-
tation of the basic SOMbase algorithm was proved to be 
further developed by the proposed method.

Computational experiments with recognition of incom-
plete input signals were carried out in:

1)  the SOM networks without the proposed method: 
SOMbase, NeuroPH, Encog, SOINN, ESOINN, GSOM;

2)  the SOM networks with the proposed method:  
SOMMod, ESOINNmod.

After performing computational experiments, shares of 
correct recognition were compared by all methods.

The neural networks were trained according to the trai
ning sample which contained 100 examples (34 examples of  
a circle, 33 examples of an ellipse, 33 examples of a parabola). 
Each example reproduced a complete signal consisting of 
100 values calculated by formulas (8), (12) to (17). The 
following self-organizing maps have been studied: NeuraPH, 
ENCOG, GSOM, SOINN, SOMbase, ESOINN, SOMmod, 
ESOINNmod and multilayer perceptron (MLP). Initial 
training speed for the SOM was 0.1. Speed of training all 
SOMs in the first 200 steps was forcibly reduced by 5 times 
and subsequently decreased by 5 times every 50 steps. It took 
400 epochs to train the SOM.

The initial training speed of the multilayered perceptron 
was 0.01 and forcedly decreased by 5 times if during 5 epochs 
there were no changes in accuracy of classification of the test 
sample. Further, training was terminated if there were no 
changes in error during 15 steps.

For a final solution of the classification problem, matrix of 
outputs of all neurons of each SOM was sent to the MLP as 
a sequence of rows which determined the corresponding class 
membership. Encog, NeuroPH networks used MLPs from 
their libraries and the MLP of own development in other cases.

7. Verification of implementation of basic algorithms  
of the SOM and MLP

The first series of computational experiments was con-
ducted to verify the SOM network developed by the basic 
algorithm with existing counterparts divided into networks 
without optimization: Encog [19], NeuraPH [20] and with 
optimization: SOINN [21], ESOINN [18], GSOM [22].

The test sample with which comparison was made con-
tained complete signals of the input vector without losses 
individually generated by formulas (8), (12)–(17).

Since the data sample is balanced, accuracy of classifica-
tion can be determined by the metric of accuracy:

Accuracy
P
N

= , 	 (18)

where P is the number of classes correctly recognized by the 
classifier; N is the size of the training sample.

The purpose of the experiment was to determine share of 
correct complete signal recognition by each neural network 
under identical conditions. In all subsequent experiments, 
share of correct recognition was determined as follows:

Cor Accuracy= ⋅100 %, 	 (19)

where Accuracy is the accuracy metric.

Results of recognition of all SOM implementations 
participated in current and further calculations are given  
in Table 1. Presence or absence of optimization of the 
current SOM was also indicated for correct comparative  
analysis.

Table 1

Results of comparison of SOM implementations 	
with a complete signal 

No.
SOM implementa-

tion name
Availability of SOM 

optimization
Share of correct 
recognition, %

1 SOMbase – 80

2 NeuroPH – 79

3 Encog – 81

4 SOINN + 87

5 ESOINN + 90

6 GSOM + 86

Thus, effectiveness of own implementation of the basic al-
gorithm (Table 1, rows 1–3) was proved and it was confirmed 
that optimized varieties of the SOM with a complete signal 
give better result in comparison with the neural networks 
implemented by the basic algorithm (Table 1, rows 4–6).

8. Computational experiments of classification  
in terms of a signal with random losses

The second series of computational experiments was de-
signed to determine effectiveness of the SOM functioning in 
a condition of signal losses.

Since recognition efficiency is influenced by the extent 
of losses and the time intervals of their occurrence, several 
experiments that reproduced different cases of loss moments 
were conducted. From this point of view, recognition prob-
lems were divided into the following classes:

1.  Loss of a single part of the signal.
2.  Signal losses at unknown time points.
According to these classes, 4 test samples were generated 

(the first 3 for the first class of problems and the rest for the 
second class):

1.  Loss of successive final values.
2.  Loss of initial values.
3.  Loss of successive values at a given interval from t21  

to t79 with a random start.
4.  Loss of signal values over the entire range from t1 to 

t100 at random moments of time.
For each task, 100 examples of incomplete signal were 

generated. All of the neural networks used in experiments 
were trained by examples of a complete signal. When tested 
in the operating mode, a signal with losses was sent to the 
SOM input.

Results of the test for an incomplete signal are given in 
Table 2. Names of the neural networks whose developers 
implemented not basic but optimized SOM algorithm are 
shown in italics. The last two columns contain the recog-
nition results using the proposed method of basic imple-
mentation of the algorithm (SOMmod) and one of the best 
optimizations in terms of the criterion of share of correct 
recognition (ESOINNmod).
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From the point of view of the signal loss moments, signals 
that have lost their initial values are recognized the worst.

The results of recognition of such signals in all optimized 
and non-optimized SOMs without implementation of the 
proposed method were unacceptably low and measured:

– at a 5 % loss of the signal: from 21 % to 38 %;
– at a 10 % loss of the signal: from 19 % to 38 %;
– at a 20 % loss of the signal: from 14 % to 16 %.
All networks are most resistant to the loss of finite values.

Approximately the same results were shown by networks 
with the proposed method and without it. Accuracy ranged 
from 79 % to 95 %.

In the case of a signal loss in the range from the 1st to the 
100th value, the result was worse. However, the experiments 
have shown that the proposed method significantly increased 
share of correct recognition, especially when a large number 
of values were lost.

Results of the incomplete signal classification (Table 2) 
indicate that the proposed method significantly increases 
share of correct clustering at incomplete input data. This 
applies to both the network implemented by the basic SOM 
algorithm and for the optimized network whose algorithm is 
supplemented with the proposed method.

9. Discussion of classification results in terms
of incomplete input signal based on self-organizing maps

A method for determining conformity of incomplete 
input vector to the input layer of neurons based on the dif-
ference between the input signal vectors and weights of the 
input neuron layer was proposed. According to this method, 
it is necessary to make a preliminary determination of combi-
nation of links between components of the input vector and 
the neurons of the input layer.

This preliminary preparation of signal sending to the 
neural network reduces the classification error. This is be-
cause the desired cluster is forcedly activated in the SOM. 
To do this, a combination of conformity of components of the 
incomplete input vector to neurons of the SOM input layer is 
determined. In this way, distance between the current input 
vector and the current weight vector is minimized by for
mula (5) and, accordingly, the classification error.

The proposed method is presented in the form of an 
algorithm, each stage of which has necessary formulas and  
a design diagram. The method enables solution of the prob-
lem of diagnostic signal recognition with losses at unknown 
time points.

To prove this method, an appropriate test problem was 
proposed. It was necessary to create a classification problem 
in which it is possible to model examples of signals in the 
form of time series and change the moments of loss of their 
values. To complicate statement of the classification prob-
lem, a condition was set that the signals should be similar in 
description so that when imitating noisy values, they partly 
overlap one another. Mathematical model of generation of 
training examples based on the analytical equations of similar 
fragments of curves of the second order (graphical repre-
sentation and overlap area are shown in Fig. 4) has become 
a solution to this problem The training sample is based on 
formulas (8), (12) to (17). Thus, a mathematical model of 
simulation of noisy diagnostic signals was created. With its 
help, training and test samples can be generated for solving 
the complex classification problem.

For further experiments, own SOM implementation by 
the basic algorithm, the SOMbase, was developed. In order 
to prove its effectiveness, comparison with counterparts of 
other developers was made (Table 1).

For the computational experiments conducted to prove 
effectiveness of the proposed method, existing SOM software  

Table 2

Recognition results for an incomplete vector

No.

The problem specification
Share of correct recognition in implementations of neural networks, %

Without the proposed method With the proposed method

Range of losses at time 
points τi

Amount of 
lost values

NeuraPH ENCOG GSOM SOINN SOMbase ESOINN SOMmod ESOINNmod

Loss of a single fragment of the input signal

1 80–100

5 84 84 85 85 84 93 85 93

10 82 82 86 86 82 91 83 91

20 79 81 85 87 82 90 82 90

2 1–20

5 32 32 38 38 32 21 73 77

10 19 20 35 35 20 17 70 73

20 16 16 17 14 16 14 66 69

3 1–100

5 48 48 56 58 48 62 77 81

10 41 41 54 49 41 42 74 77

20 32 33 35 35 33 38 68 69

Losses of the input signal at unknown time points

4 1–100

5 68 69 69 71 68 74 74 79

10 54 54 58 60 54 56 61 66

20 37 37 39 39 37 43 69 71
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implementations were selected based on the basic algo-
rithm (NeuraPH, Encog) and with three optimization va
riants of other developers (GSOM, SOINN, ESOINN). Two 
implementations of the SOM (own SOMbase and one of the 
most effective in terms of the share of correct recognition,  
ESOINN) were supplemented with the proposed method. 
Other implementations remained unchanged.

The test results (Table 2) proved that the proposed me
thod significantly improves accuracy of clustering, however, 
the time points of losses significantly affect its efficiency. 
With the least effective use, indicators remain the same or are 
slightly better (by 1–3 %). In the best cases, the share of cor-
rect recognition increases from 14 % to 69 % in the ESOINN 
neural network supplemented with the proposed method.

Thus, efficiency of the proposed method of incomplete 
signal classification was experimentally proved.

Practical significance of the study consists in the possi-
bility of using the proposed method for diagnosing state of 
technical objects in time series of their characteristics. The 
feature is that there is no need for conversion of the original 
signal and extraction of additional characteristics, such as 
frequency. In many application problems of control, this has 
demanded current characteristics in real time with possible 
signal losses caused by external factors.

This method disadvantage is growth of computational 
complexity, that is, the classification time. To eliminate this 
disadvantage, application of groups was proposed. This has 
made it possible to reduce 1018 times time of classification of 
the test sample.

Likelihood of incorrect classification of signals with 
surges is one of limitations of this method. It is recognition 
of such signals and raise of SOM stability that is the prospect 
of further studies. This is necessary, in particular, to solve 
problems of finding anomalies.

10. Conclusions

1.  A method for classification in terms of the characte
ristic signal with losses at random moments of time based 
on self-organizing maps was proposed and the program 

implemented. The existing classification procedure was sup-
plemented with definition of conformity of the incomplete 
input vector to the input neuron layer to increase the share 
of correct recognition.

2.  A mathematical model of generation of examples of 
complete signals of a training sample on the basis of reference 
curves of the second order was developed. In this way, special 
test problems were added to determine efficiency of neural 
networks in terms of speed and accuracy of operation. Unlike 
the existing data sets that represent application problems, 
the proposed model enables simulation of signal parameters 
and size of the areas of class intersection. A simulation design 
of losses was developed and test samples were generated for 
experiments with incomplete signals. This has allowed us 
to model losses of discrete values or entire fragments of the 
signal at different time points.

3.  Analysis of methods for optimization of the SOM al-
gorithm was made. Existing SOM implementations and their 
optimizations for computational experiments were selected: 
ENCOG, NeuroPH, SOINN, GSOM, ESOINN. Effective 
optimization of SOM, ESOINN was determined. Software 
implementation of the SOM was developed for computatio
nal experiments using the basic algorithm and the algorithm 
supplemented with the proposed method and the ESOINN 
program implementation was supplemented with the pro-
posed method.

4.  To prove effectiveness of implementation of the SOM 
basic algorithm, it was compared with existing counterparts: 
NeuroPH, Encog. It was proved that the share of correct 
classification of own development (80 %) corresponds to the 
results of the same algorithm of other developers (78 % and 
81 %, respectively).

5.  Based on computational experiments, efficiency of the 
proposed method for classification in terms of incomplete 
input signals based on self-organizing maps was proved for 
both implementation of the basic SOM algorithm and the 
most effective optimization of the ESOINN. Depending on 
the loss time points, the share of correct recognition in the 
ESOINN neural network supplemented with the proposed 
method slightly improves by 1–3 % in the worst case and 
from 14 % to 69 % in the best case.
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