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We have synthesized the optimal receiver of code signals 
from an automated locomotive signaling system. The signals 
are observed against the background of a three-component 
additive interference. The first component of the interference 
is pulse, the second component is a continuous sinusoidal 
disturbance from a power line, the third component is the 
Gaussian noise. We have implemented a method of joint eva-
luation of signal parameters and the structurally deterministic 
interference in the receiver. The proposed method is flexible 
to the changing parameters of interference. A decision on the 
form of the received code signal is made based on the criterion 
of a minimum in the mean square of approximation error. The 
error of approximation means a difference between the magni-
tude of the sum of a signal and the structurally deterministic 
interference components and the magnitude of total voltage 
at a receiver’s input. It has been shown, based on realistic as-
sumptions about the statistical relationships between a signal 
and the interference components, that the objective function 
is a sum of the isolated logarithms from the ratios of likelihood 
and correction functions, taken with an opposite sign. This 
research has focused primarily on studying a possibility to 
reduce the impact of structurally deterministic interference. 
The result is the designed device capable to respond quickly 
to changes in the parameters of such an interference. We have 
shown a fundamental possibility to construct an optimal 
receiver in a modular fashion. In this case, modules can be 
connected and disconnected according to the a priori defined 
composition of the interference set, while the «library» of 
modules can be updated when the new kinds of interference 
emerge. It has been shown through computer simulation that 
in the channel, responsible for forming a valid solution, the 
magnitude of approximation error is about 6 times less than in 
the other two channels. This ratio holds when the amplitudes 
of a pulse noise and an interference from a power line have 
a multiple advantage over the amplitude of the code signal. 

The designed device ensures high noise immunity when dis-
tinguishing code signals over a wide range of interference pa-
rameters. This would make it possible to improve the safety of 
motion, as well as accuracy in keeping the schedule of trains.

Keywords: structurally deterministic interference, code 
signal, optimal recognition, multi-extremal objective function.
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Optimization of structures of information management 
systems is determined by the choice of such a functional 
structure that would ensure high reliability of information. 
When creating complex systems, there is the problem of 
ensuring high operational reliability of connection of a large 
number of separate elements into a single monolithic highly 
efficient information system. This problem is effectively 
solved by combining the elements of the system of controlled 
information sensors by means of nested modules.

The mathematical model of parallel information redun-
dancy based on polynomial distribution is developed. This 
model allows exploring the probability states of the fire alarm 
system, consisting of n parallel-connected identical sensors. 
As the state of the fire alarm system, indicators such as prob-
abilities of correct detection, non-detection and false alarm 
are considered.

On the basis of the proposed model, mathematical depen-
dencies of the basic modules М2,3, М2,4 are obtained, taking 
into account the majority factor, and accordingly schematic 
diagrams of these modules on logic gates are developed.

Mathematical dependences for the first (N6,9, N12,24) and 
second (L18,27, L48,96) hierarchies of connection of fire alarm 
system sensors, implementing the majority rule «m-out-
of-n», taking into account their hierarchy are obtained.

The generalized mathematical formulas for determining the 
number of logic AND gates in each specific structural circuit 
for nested modules of the first and second hierarchies, as well 
as the mathematical formula for n hierarchies, are proposed.

Mathematical dependencies of the total economic gain, 
which consists in reducing the number of AND circuits for 
implementing the majority rule «m-out-of-n» using nested 
modules, are obtained.

It is advisable to introduce structures of fire alarm sys-
tems on the basis of nested modules into production, as the 

reliability of information increases even with low reliability 
characteristics of the sensors.

Keywords: fire alarm sensors, event recognition reliabi-
lity, information parallel redundancy, probability states, 
nested modules.
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One of the main control tasks in a computer network is 
to organize an effective system of information delivery; this 
task is of particular relevance in the software defined network. 
Conventional routing tools do not meet the requirements to 
service quality and the requirements for equitable distribution 
of congestion along communication channels. Routing in con-
ventional networks is performed by the shortest path search 
based on a specified parameter, but these tools do not provide 
sufficient agility when changing routes in the network. Anoth-
er drawback is the need to transmit regular updates of routing 
information by passing the service traffic, thereby dramatically 
increasing the congestion and reducing the throughput.

At present, the most effective way to ensure the assigned 
quality of service parameters, as well as a promising solution 
to organize efficient routing under conditions of uncertainty, 
is a software defined network. This new networking para-
digm makes it possible to simplify the process of managing 
the network, to significantly enhance the use of network 
resources, and to reduce operating costs. One of the main 
advantages of such a network is control at the upper levels of 
the reference model, which makes it possible to simplify both 
the process of network management and the process to man-
age traffic in corporate networks and data center networks.

A new approach to traffic design in a software defined 
network has been proposed that employs the making-deci-
sion theory oriented towards routing exactly in such net-
works. If there is a «problematic area» and there is the need 
to overcome it, the decision-making theory under conditions 
of uncertainty is used, since the probability of selecting the 
best way to circumvent it accounts for the patterns in trans-
mitted traffic. Such a method makes it possible to reduce the 
loss of inelastic traffic that is an important component of the 
overall amount of transmitted information. From a practical 
point of view, the algorithm constructed in this work, when 
compared to known algorithms for traffic engineering, im-
proves the quality of service in software defined networks.

Keywords: traffic engineering, software defined network, 
fuzzy logic, throughput capacity, channels congestion, net-
work reconfiguration.
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A method of localization and navigation of a mobile robot 
in an environment with variable properties in conditions of 
limited possibilities was proposed for remote control which 
provides for a possibility of switching the mode of robot con-
trol to a state of autonomous navigation. The method is based 
on combined application of a fuzzy model and an RL-algo-
rithm that makes it possible to improve the set of fuzzy rules 
using the signal of reinforcement. 

Improvement of the method of localization of mobile 
objects using iBeacon and NFC technologies in a space with 
known maps of premises was proposed which enables reduc-
tion of the number of transmitters necessary for localization. 

The method of identification of mobile object movement 
routes was modified with the use of the modified Jump Point 
Search algorithm. Essence of the modification consists in the 
use of the algorithm of Manhattan distance between coor-
dinates of the route points. This makes it possible to reduce 
impact of individual surges on the results of calculations 
compared with the basic algorithm.

The obtained results can be used in mobile robot control 
systems in an environment with variable properties at limited 
possibilities for remote control. The results of testing the pro-
posed methods and corresponding computational procedures 
confirm their performance and prospects of practical appli-
cation. Application of the above approach makes it possible 
to take into account obstacle configurations and adjust the 
navigation strategy to improve the system quality (in 95 % of 
the test experiments, the mobile robot reached the target in 
an environment with various types of obstacles).

Keywords: mobile object, localization, autonomous navi-
gation, fuzzy controller, control with reinforcement learning.

References

1.	 Ventorim, B. G., Dal Poz, W. R. (2016). Performance Eva-
luation of GPS and GLONASS Systems, Combined and In-
dividually, in Precise Point Positioning. Boletim de Ciencias 
Geodesicas, 22 (2), 265–281. doi: https://doi.org/10.1590/
s1982-21702016000200015 

2.	 Kaemarungsi, K., Krishnamurthy, P. (2004). Modeling of 
indoor positioning systems based on location fingerprint-
ing. IEEE INFOCOM 2004. doi: https://doi.org/10.1109/ 
infcom.2004.1356988 

3.	 Dhillon, S. S., Chakrabarty, K. (2003). Sensor placement 
for effective coverage and surveillance in distributed sensor 
networks. 2003 IEEE Wireless Communications and Net-
working, 2003. WCNC 2003. doi: https://doi.org/10.1109/
wcnc.2003.1200627 

4.	 Fahimi, F. (2009). Autonomous Robots. Modeling, Path 
Planning and Control. Springer, 348. doi: https://doi.org/ 
10.1007/978-0-387-09538-7 

5.	 Zashcholkin, K. V., Kalinichenko, V. V., Ulchenko, N. O. 
(2013). Realization of complex means of navigation of auto-
nomous mobile robot. Elektrotekhnichni ta kompiuterni 
systemy, 9, 102–109.

6.	 Chernonozhkin, V. A., Polovko, S. A. (2008). Local navigation 
system for surface mobile robots. Nauchno-tekhnicheskiy vest-
nik informacionnyh tekhnologiy, mekhaniki i optiki, 57, 13–22.

7.	 Ersson, T., Hu, X. (2010). Path Planning and Navigation of 
Mobile Robots in Unknown Environments. IEEE Journal of 
Robotics and Automation, 6, 212–228.

8.	 Vossiek, M., Wiebking, L., Gulden, P., Wieghardt, J., Hoff-
mann, C., Heide, P. (2003). Wireless local positioning. 
IEEE Microwave Magazine, 4 (4), 77–86. doi: https:// 
doi.org/10.1109/mmw.2003.1266069 

9.	 Matveev, A. S., Hoy, M. C., Savkin, A. V. (2015). A globally 
converging algorithm for reactive robot navigation among 
moving and deforming obstacles. Automatica, 54, 292–304. 
doi: https://doi.org/10.1016/j.automatica.2015.02.012 

10.	 Bobtsov, A. A., Dobriborsci, D., Kapitonov, A. A. (2017). 
Navigation and control system for mobile robot. Scientific 
and Technical Journal of Information Technologies, Me-
chanics and Optics, 17 (2), 365–367. doi: https://doi.org/ 
10.17586/2226-1494-2017-17-2-365-367 

11.	 Udovenko, S. G., Sorokin, A. R. (2015). Hybrid method of 
filtration in the tasks of localization of mobile robots. Syste-
my obrobky informatsiyi, 10, 248–254. 

12.	 Cherroun, L., Boumehraz, M. (2012). Designing of Goal 
Seeking and Obstacle Avoidance Behaviors for a Mobile 
Robot Using Fuzzy Techniques. Journal of Automation and 
Systems Engineering (JASE), 6 (4), 164–171.

13.	Hryshko, A. A., Udovenko, S. G., Chalaya, L. E. (2012). 
Hyb rid machine learning methods in dynamic objects con-
trol systems. Bionics of Intelligense, 1 (78), 78–84.

DOI: 10.15587/1729-4061.2019.161860
SEGMENTATION OF OPTICAL-ELECTRONIC 
IMAGES FROM ON-BOARD SYSTEMS OF REMOTE 
SENSING OF THE EARTH BY THE ARTIFICIAL BEE 
COLONY METHOD (p. 37–45)

Igor Ruban
Kharkiv National University  

of Radio Electronics, Kharkiv, Ukraine
ORCID: http://orcid.org/0000-0002-4738-3286

Hennadii Khudov
Ivan Kozhedub Kharkiv University  

of Air Force, Kharkiv, Ukraine
ORCID: http://orcid.org/0000-0002-3311-2848

Oleksandr Makoveichuk
Kharkiv National University  

of Radio Electronics, Kharkiv, Ukraine
ORCID: http://orcid.org/0000-0003-4425-016X

88

Eastern-European Journal of Enterprise Technologies ISSN 1729-3774 2/9 ( 98 ) 2019



Irina Khizhnyak
Ivan Kozhedub Kharkiv University  

of Air Force, Kharkiv, Ukraine
ORCID: http://orcid.org/0000-0003-3431-7631

Vladyslav Khudov
Kharkiv National University  

of Radio Electronics, Kharkiv, Ukraine
ORCID: http://orcid.org/0000-0002-9863-4743

Viacheslav Podlipaiev
Institute of Telecommunications and  

Global Information Space, Kyiv, Ukraine
ORCID: http://orcid.org/0000-0002-7264-0520

Viktor Shumeiko
Institute of Telecommunications and  

Global Information Space, Kyiv, Ukraine
ORCID: http://orcid.org/0000-0002-0285-4566

Oleksandr Atrasevych
Ivan Chernyakhovsky National  

Defense University of Ukraine, Kyiv, Ukraine
ORCID: http://orcid.org/0000-0001-7703-8494

Anatolii Nikitin
Ivan Chernyakhovsky National  

Defense University of Ukraine, Kyiv, Ukraine
ORCID: http://orcid.org/0000-0003-1487-0616

Rostyslav Khudov
V. N. Karazin Kharkiv National University,  

Kharkiv, Ukraine
ORCID: http://orcid.org/0000-0002-6209-209X

It was established that it is not possible to apply the 
known methods of image segmentation directly to segmen-
tation of optical-electronic images of on-board systems of re-
mote sensing of the Earth. We have stated the mathematical 
problem on segmentation of such images. It was established 
that the result of segmentation of images of on-board systems 
of remote sensing of the Earth is separation of an image into 
artificial objects (objects of interest) and natural objects  
(a background). It has been proposed to use the artificial bee 
colony method for segmentation of images. We described the 
essence of the method, which provides for determination of 
agents positions, their migration, conditions for stopping of 
an iteration process by the criterion of a minimum of a fitness 
function and determination of the optimal value of a thresh-
old level. The fitness function was introduced, which has the 
physical meaning of a sum of variance brightness of segments 
of a segmented image. We formulated the optimization prob-
lem of image segmentation of an on-board optical-electronic 
observation system. It consists in minimization of a fitness 
function under certain assumptions and constraints.

The paper presents results from an experimental study on 
application of the artificial bee colony method to segmenta-
tion of an optical-electronic image. Experimental studies on 
segmentation of an optical-electronic image confirmed the ef-
ficiency of the artificial bee colony method. We identified pos-
sible objects of interest on the segmented image, such as tanks 
with oil or fuel for aircraft, airplanes, airfield facilities, etc.

The visual assessment of the quality of segmentation was 
performed. We calculated errors of the first type and the se-
cond type. It was established that application of the artificial 
bee colony method would improve the quality of processing 

of optical-electronic images. We observed a decrease of seg-
mentation errors of the first type and the second type by the 
magnitude from 7 % to 33 % on average.

Keywords: remote sensing of the Earth, image, segmen-
tation, artificial bee colony method.
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We have developed modifications of a simple genetic 
algorithm for pattern recognition. In the proposed modifica-
tion Alpha-Beta, at the stage of selection of individuals to the 
new population the individuals are ranked in terms of fitness, 
then the number of pairs is randomly determined – a certain 
number of the fittest individuals, and the same number of the 
least adapted. The fittest individuals form the subset B, those 
least adapted – the subset W. Both subsets are included in  
a set of pairs V. The number of individuals that can be select-
ed to pairs is in the range of 20–60 % of the total number of 
individuals. In the modification Alpha Beta fixed compared 
to the original version of a simple genetic algorithm we  
added a possibility of the emergence of two mutations, added 
a fixed point of intersection, as well as changed the selection 
of individuals for crossbreeding. This makes it possible to 
increase the indicator of accuracy in comparison with the 
basic version of a simple genetic algorithm. In the modifica-
tion Fixed a fixed point of intersection was established. The 
cross-breeding involves half the genes – those genes that are 
responsible for the number of neurons in layers, values for 
other genes are always passed to the descendants from one of 
the individuals. In addition, at the stage of mutation there are 
randomly occurring mutations using a Monte-Carlo method.

The developed methods were implemented in software 
to solve the task on recognizing motorists (cars, bicycles, 
pedestrians, motorcycles, trucks). We also compared indi-
cators for using modifications of a simple genetic algorithm 
and determined the best approach to solving the task on 
recognizing road traffic participants. It was found that the 
developed modification Alpha-Beta showed better results 
compared to other modifications when solving the task on 
recognizing road traffic participants. When applying the 
developed modifications, the following indicators for the 
accuracy of Alpha-Beta were obtained – 96.90 %, Alpha-Beta 
fixed – 95.89 %, fixed – 85.48 %. In addition, applying the 
developed modifications reduces the time for the neuromo-
del’s parameters selection, specifically using the Alpha-Beta 
modification employs only 73.9 % of the time required by the 
basic method, applying the Fixed modification – 91.1 % of 
the time required by the basic genetic method.

Keywords: pattern recognition, genetic algorithm, evolu-
tionary algorithm, neural networks, Python, OpenCV, Keras.
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The basic concepts that form the basis of integrated 
modeling of the behavior of antagonistic agents in cyberse-
curity systems are identified. It is shown that the emphasis is 
largely on modeling the behavior of one of the cyber conflict 
parties only. In the case when the interaction of all parties to 
the conflict is considered, the approaches used are focused 
on solving particular problems, or they model a simplified  
situation.

A methodology for modeling the interaction of antago-
nistic agents in cybersecurity systems, focused on the use of 
a multi-model complex with elements of cognitive modeling, 
is proposed. For this objective, the main components of cyber 
conflict are highlighted, the models of which must be developed. 
Modeling the interaction of antagonistic agents is proposed to 
be implemented as a simulation of situations. The concept of  
a situation is formulated and its components are presented.

In the proposed methodology, traditional methods and 
modeling tools are not opposed, but are considered together, 
thus forming a unified methodological basis for modeling the 
antagonistic agents’ behavior.

In the proposed multi-model complexes, the individual ele-
ments and functions of the entities under study are described 
using various classes of models at a certain level of detail.  
Coordinated use of various models allows improving the qua-
lity of modeling by compensating for the shortcomings of some 
models by the advantages of others, in particular, reflecting the 
dynamics of interaction in system-dynamic and agent-based 
models, which is difficult in classical models of game theory.

Multi-model complexes allow stating the concept of «vir-
tual modeling». This concept allows simulation using models 
of various classes. The choice of a class of models should cor-
respond to the goals and objectives of modeling, the nature 
and structure of the source data.

As a result of research, a methodology is proposed for 
modeling the interaction of antagonistic agents in cybersecu-
rity systems using methods based on the proposed models of 
the reflective behavior of antagonistic agents under modern 
hybrid threats conditions.

Keywords: cybersecurity, antagonistic agents, modeling 
methodology, system dynamics, reflective agent, multi-agent 
systems, cognitive modeling.
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The circuit of congestion control using feedback by 
the sign of function of sensitivity to telecommunications 
network performance was considered. To determine a given 
function, the use of a simple neural network model of a dy-
namic system was proposed. Control over the existence or 
a threat of congestion is executed based on the analysis of 
the length of a queue at the side of information receiver. To 
analyze the system, the cost function was determined as the 
objective function of congestion existence. The proposed al-
gorithm of optimal control ensures the formation of a control 
signal in such a way that the system output should maximally 
match the pre-established features – the key indicators for 
network efficiency. The congestion control circuit with the 
feedback based on the sign of sensitivity of the function of 
system performance was developed. The sign of performance 
sensitivity provides an optimal direction to configure the 
data source rate.

The neural model for a multi-step prediction of the state 
of the queue at the side of the telecommunication network 
receiver was proposed. If the neural network is configured 
to monitor the dynamics of the system and shows that the 
quadratic error is negligible, it is believed that the executed 
step corresponds to the system output, predicted in advance. 

The algorithm of additive increase/multiple decrease, 
which determines the change of the data source rate, de-
pending on the sign of function of sensitivity of performance 
indicator was proposed. This algorithm is an alternative sys-
tem of congestion prediction and flow control based on the 
threshold queue filling.

A comparative analysis of the effectiveness of controlling 
circuits for congestion detection based on queues and on the 
function of sensitivity of telecommunication network perfor-
mance was performed. It was shown that the magnitude of 
the queue and fluctuation in the source rate is smaller than 
that for the queue-based circuit. 

Results from modeling the performance of the proposed 
circuit show that the circuit based on a sensitivity function 
has better key performance indicators in comparison with the 
conventional circuit of queue threshold selection.

Keywords: telecommunication network, sensitivity func-
tion, neural network, dynamic system, queue control.
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The development of a technique for increasing the in-
terference immunity of frequency-hopping spread spectrum 
radio communication equipment has been carried out. The 
essence of the proposed method is the rational distribution of 
operating frequencies among the frequency-hopping spread 
spectrum radio communication devices, taking into account 
the mutual influence of transceivers on each other. The 
technique takes into account the strategies of the electronic 
warfare complex, predicts the signal-interference environ-
ment, chooses the parameters of the frequency-hopping 
spread spectrum, depending on the parameters of the fre-
quency range. The existing scientific-methodical apparatus 
is intended only for use in radio directions and does not take 
into account a number of important parameters that does not 
allow it to be used with a lack of radio resources and active 
electronic countermeasure. According to the results of the 
research, it has been found that the proposed method allows 
increasing the interference immunity of frequency-hopping 
spread spectrum radio communication equipment on average 
up to 30 %, depending on the state of the channel. However, 
an increase in computing complexity at the level of 10 % 
is noted due to the introduction of additional procedures. 
Additional procedures in the developed method are the 
distribution of frequencies in the network, calculation of the 
mutual influence of transceivers of frequency-hopping radio 
communication devices on each other, prediction of the sig-
nal-interference situation and selection of frequency-hopping 
parameters. It is advisable to use this methodology in radio 
stations with programmable architecture to increase their 
interference immunity due to the rational distribution of 
operating frequencies of frequency-hopping spread spectrum 
radio communication devices in the network and forecasting 
of the signal situation.

Keywords: radio communication devices, forecasting, 
frequency-hopping spread spectrum, electronic countermea-
sure, interference.
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