u] =,

ITumanns cemanmuunozo ananizy mexcmy 3aUMae 0co-
onuee micue 6 Komn'romepuii ninegicmuui. /Jocaionuxu oanoi
obnacmi maromo nideuuienuii inmepec 0o po3podKu anzo-
pummy, 6UKOPUCMAHHSA K020 00360TIUMb NIOBUWUMU AKICMb
00pobKu Kopnycy mexcmy ma UMosIpHicHe 6U3HAMEHHS 3MicmYy
mexcmy. Pesynomamu 0ocniodcenns 3acmocyeans mMemooux,
nioxo0is, anzopummie 0N CEMAHMUMHO20 AHANI3Y MeKCmy Y
KOMNIOmepHiil Ninz@icmuyi 6 MidDCHAPOOHIU i KA3AXCMAHCLKIL
Hayui npuzeeau 00 Po3poGKU ANZOPUMMY NOWYKY KIIOHOBUX
cnieé 6 mexcmi Kazaxcvkoro Moeor. Ilepwum emanom aneo-
pummy 6yYn0 CKAAOAHHA emANOHH020 CLOGHUKA KIHOHOBUX CJIi6
011 KOpnycy mexcmy yxkpaincokoro mMoeoro. Bupiwennam uiei
npobaemu cmano sacmocysanns aneopummy Ilopmepa (cmem-
Mepa) 015 KOpnycy mexcmis Ka3axcokorto moeoto. Peanizauis
cmemmepa 00360UNA BUOLIUMU YHIKATbHI 0CHOBU CJII6 § Ompu-
Mamu emanoHHull CA0BHUK, SAKUU 32000M npoiHOeKCcYsanu.
Hacmynnuii xpox — uye 30ip nasuanvnux oanux iz xopnycy
mexcmis. J[ns 00uuUcIeHHs Cmynens cemanmuutoi oausvkocmi
MINC CTIOBAMU KONCHOMY CJI08Y NPUCBOIOEMBCSL 6EKMOP 6IONO-
8iOHUX THOMY C080OPM eMATIOHHO20 CJIOBHUKA, 8 Pe3yabma-
mi K020 6UxX00UMs napa — Ka01oee 1060 i sexmop. I ocman-
HIM KPOKOM AJlz0pummy € Haguanns neponnux mepedxc. Ilpu
HABUAHHI 3ACMOCOBYEMBC MEMOO 360POMHOZ0 NOWUPEHHS
NOMUTOK, WO 00360I€ NPOBECHIU CEMAHMUMHUL AHATI3 KOP-
nycy mexcmy i ompumamu iMoGIpHICHY KilbKicmb Ci6, 61u3b-
Ky 00 ouixyeanoi xinvkocmi xmouosux. Ileii npouec do3eonse
asmomamusyeamu 06pooKYy Mmexcmosoz0 mamepiany wiAxXom
CMeopeHHs UuuUPPosUx HABUATLHUX MOOeell KIIOMOBUX CIi6.
AJrzopumm 8uUKOPUCMOBYEMBCA 0N POPOGKU HEUPOKOMN 10~
mepnoi cucmemu, wo 6yoe nPosoouUmU asmomamuymy nepesip-
Ky mexcmoeux pobim yunie omaain xypcie. Yuixaavuicmio
anzopummy nOWYKY KJIIOUOBUX CJIG € 3ACMOCYEAHHS HABUAH-
HSL HeUpOHHOI Mepedici 011 meKcmié Ka3axcvbkor Moeoro. Y
Kaszaxcmani euenumu 6 obnacmi xomn'romepnoi nimeéicmu-
Ku 6ys10 nposedeno pso 00Cai0NHCeHb HA OCHOBL 3ACMOCYEAHNHS
Moponoiunoeo ananizy, remmamuzauii ma Hwmux nioxooie i
peanizoeani ainzsicmuuni incmpymenmu (6 0CHOBHOMY C10G-
Huku-nepexnadaui). Q6aacmv 3aCMOCYBAHHA HABUAHNS Hell-
POHHUX Mepedrc Ol CUHMAKCUMHO20 aHATNI3Y KA3AXCoKO0i MOSU
3AIUMAEMBC BIOKPUMUM NUMAHHAM 8 KA3AXCMAHCKIN HAYU].

Pospobrenuit aneopumm nepedbanae eupiuwenns oomiei 3
npoodsem 6 ompumanti eexmuenozo0 CemMaHmuuno20 anaisy
mexcmy Kazaxcokoro Mooo

Kntouogi cnosa: xmouoge cnogo, aneopumm Ilopmepa,
cemanmuuHuil anais, HelipoHHa mepexca

u 0

Received date 04.07.2019
Accepted date 23.09.2019
Published date 31.10.2019

1. Introduction

|DOI: 10.15587 /1729-4061 .2019.179036|

DEVELOPMENT OF
THE ALGORITHM OF
KEYWORD SEARCH

IN THE KAZAKH
LANGUAGE TEXT
CORPUS

A. Akanova

Master of Informatics

Department of Computer Engineering

and Software

Saken Seifullin Kazakh Agro Technical University
Zhenis ave., 62, Nur-Sultan, Kazakhstan, 010000
E-mail: akerkegansaj@mail.ru

N. Ospanova

PhD, Associate Professor, Head of Department
Department of Information Technology

S. Toraighyrov Pavlodar State University
Lomova str., 62, Pavlodar, Kazakhstan, 140008
E-mail: nazirs_n@mail.ru

Y. Kukharenko

PhD, Associate Professor, Head of Department
Department of Information

communication Technology

M. Kozybayev North Kazakhstan State University
Pushkin str., 86, Petropaviovsk,

Kazakhstan, 150000

E-mail: genylapteva@mail.ru

G. Abildinova

PhD

Department of Information Technology

L. N. Gumilyov Eurasian National University
Satpaev str., 2, Nur-Sultan, Kazakhstan, 010008
E-mail: gulmira_2181@mail.ru

Copyright © 2019, A. Akanova, N. Ospanova, Y. Kukharenko, G. Abildinova

This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by,/4.0)

In modern research [1-3] in the field of computational lin-
guistics using artificial intelligence, a special place is occupied
by the development of methods and tools for automated text
processing. The first systems consisted mainly of large bilin-
gual dictionaries, where the words of the source language gave
one or more words of another language, taking into account
syntax rules. These systems were subsequently “considered
complex and stressed the need for developing systematic meth-
ods, which led to the creation of syntactic ordering rules”.

Research in computational linguistics has reached the
level of high intelligent technology. Most studies are aimed
at solving the problems of machine translation, indexing, ab-
stracting, classification and categorization of documents in
full-text search. Computational linguistics combines knowl-
edge of computer science and linguistics. The complexity of
natural language modeling covers morphological, syntactic,
phonological levels of language. The main problem in this
area is the creation of artificial intelligence systems for nat-
ural language processing. Computational linguistics studies
the creation and use of electronic text corpora, creation of



electronic dictionaries, thesauruses, ontologies, machine
translators, information extraction from texts, automatic
abstracting and building knowledge management systems.

Computational tasks and problems in computational lin-
guistics are discussed by scientists at conferences organized
by the Association for Computational Linguistics (ACL —
aclweb.org). In addition, the actual platform for discussing
new research and results is the Dialogue International Con-
ference on Computational Linguistics (dialog-21.ru) and the
International Conference on Computational Linguistics and
Intelligent Text Processing (cicling.org).

One of the goals of scholars studying text mining, text
processing automation, semantic relations of words and sen-
tences in texts, is to create an intelligent tool for evaluating
essays, written works and other written creative works of
learners. One of the solutions to such problems is an effective
cognitive tool for automated text processing — Automated
Essay Scoring [4]. There are four types of AES systems that
are widely used by testing companies, universities and pub-
lic schools: Project Essay Grader (PEG), Intelligent Essay
Assessor (IEA) (Measurement Incorporated (MI), USA),
E-rater (ETS, USA) and IntelliMetric (Vantage Learning,
USA) [5].

From the analysis of the studies, we see that widely stud-
ied natural languages in computational linguistics are En-
glish, Russian, German, Chinese, French, Spanish, Turkish.
But one of the little-studied is the Kazakh language. Lack of
knowledge of computational linguistics problems of Kazakh
language text processing is one of the reasons for beginning
research on the development of a keyword search algorithm.
The Kazakh language belongs to agglutinative languages,
for which many keyword search and dictionary compiling
algorithms are already available, especially for the Kipchak
and Turkish languages. But deep neural network learning
when processing Kazakh language text corpora has not been
applied. Thus, the use of deep neural network learning for
keyword search, full-text search for Kazakh language text
corpora emphasizes the relevance of the topic in the field of
computational linguistics.

2. Literature review and keyword search problem
statement

In the field of computational linguistics, a lot of research
has been carried out, which resulted in translation dictio-
naries, thesauruses, Internet search engines. The basis of
these results is the development and application of methods
and algorithms of semantic text analysis, extraction and use
of knowledge for intelligent computer analysis. Research in
the field of automated text processing begins with a study of
the structure of natural language, which includes some types
of text analysis: pre-semantic, graphematic, syntactic, frag-
mentation, morphological lemmatization. The application of
the above-mentioned analyses for the Russian language can
be seen on the website at.com.

In[6], an evolutionary neurodynamic basis for developing
a learning process based on visual recording and extraction
of neural weights through neurodynamic experiments while
passing the reference content was presented. Also, in [7], the
model for extracting uncontrolled relations is considered,
which is called relation distribution presentation. Relation
distribution presentation is aimed at the automated study of
entity vectors and further assessment of semantic similarity

between the entities. The study [8] proposes a new technique
for recognizing individual question words from the speech
query of a South Indian language. In this study, Fourier
transform (FFT) and discrete cosine transform (DCT) are
used for feature extraction, and artificial neural network
(ANN) is used for classification and recognition.

The creation of a thesaurus-based intelligent search
engine was considered in [9] and an approach to creating
semantic metrics and establishing a semantic relation be-
tween certain terms was proposed. The paper [10] presents
a connection classification approach using context-semantic
functions and LFNN-based incremental learning algorithm
for text classification. The proposed method allows the
classifier to dynamically study the model in a dynamic data-
base. This learning process uses the Back Propagation Lion
(BPLion) neural network, including a fuzzy constraint and
Lion algorithm (LA) for possible weight selection. A study
on natural language processing by automated correction
was proposed for Chinese texts in [11]. An algorithm for the
automated verification of text proofreading was presented.

The ontology method is often used to implement data
classification and data relationship in semantic analysis in
automated text processing [12]. In [13], a multi-agent ap-
proach with the interaction of two agents was considered:
the first corresponds to significant units of extracted infor-
mation and the second rule agent implementing replenish-
ment of the given ontology based on the semantic-syntactic
language model. The study [14] used semantic networks in
the extraction and visualization of knowledge, verb graphs
with relational graphs to implement first-order logic.

In the early 2000s, scientists began to more explore and
apply latent semantic analysis in small-scale corpora for au-
tomated assessment of academic essays [15]. Also, latent se-
mantic analysis was applied [16] to implement the method of
automated text summarization used to assess the relevance
of a sentence.

Many tasks of semantic text analysis, such as text search,
text summarization and text comparison, depend on extract-
ing weight keywords from the text corpus. In [17], a graph
text model is proposed that allows estimating frequency
characteristics of text words taking into account the loca-
tion of word pairs. Given this data model, the paper proposes
an algorithm for determining text keywords. The algorithm
takes into account Russian language words that satisfy two
conditions: the word consists of at least 4 letters; the word
is recognized by the morphological analyzer as a noun. The
main goal of keyword extraction in computational linguis-
tics is to determine the semantic relation of words in differ-
ent text corpora. For example, researchers [18] proposed an
algorithm for keyword extraction from patent documenta-
tion (PKEA-Patent Keyword Extraction Algorithm), based
on a distributed skip-gram model for patent classification. To
achieve the goal, standard reference data sets and a self-made
patent data set were used to evaluate PKEA performance.

For searching and determining semantically related words,
some researchers [19] used the cuckoo search optimization al-
gorithm in combination with the response generator algorithm
to increase the semantic accuracy of the sentences found.

At the moment, there are many studies on keyword
search, different methods, approaches, as well as a learning
algorithm for training to classify positive or negative exam-
ples of key phrases, have been developed. To this end, the
GenEx algorithm has been specially developed, which is
reflected in [20] and includes specialized knowledge of the



procedural domain, having the greatest success in keyword
extraction than a conventional algorithm. As a result of
the literature review, it can be concluded that each of the
studies reflects work in the field of automated text process-
ing, organization of semantic text analysis, using different
algorithms and models of keyword extraction. However, the
issue of compiling a dictionary of key phrases and a base of
keywords-word forms of the required natural language re-
mains unaddressed in these works. And the main point for a
semantic analysis of the text in the Kazakh language was the
compilation of a dictionary of key phrases. Key phrases are
structural units of the text, which to some extent are import-
ant components in text transmission. And most often, sets of
keywords and phrases usually contain the most important
information for understanding the meaning of the text and
form a general idea.

As a result of the study, it can be said that at the moment
there are unresolved issues related to the development of
intelligent tools for semantic analysis of texts in the Kazakh
language. The reason is objective difficulties associated with
the lack of algorithms for keyword search in the Kazakh lan-
guage text corpus. An option to overcome these difficulties
may be to develop an algorithm using deep neural network
learning for the Kazakh language. Deep neural network
learning and methods for its implementation were proposed
in [21], where they use this approach to understand video
semantics. In [22, 23], deep neural network learning is used
for end-to-end text detection to restore and improve images.
However, the use of deep neural network learning to search
for keywords for semantic text analysis was not reflected in
the studied works.

Deep neural network learning is widely used for graphic
image processing [24]. Deep learning of artificial neural
networks, which was first used in 2006 has taken an import-
ant place in computational linguistics [25]. To date, neural
network learning methods have been developed allowing
to quickly and efficiently train networks consisting of one
hundred or more layers [26].

All this suggests that it is advisable to conduct a study
on the development of an algorithm for keyword search in
the Kazakh text corpus using deep neural network learning.
The development of the algorithm was required for further
development of a neurocomputer system with checking Ka-
zakh text works of learners.

3. The aim and objectives of the study

The aim of the study is to develop an algorithm for key-
word search in the Kazakh text.

To achieve the aim, the following objectives were set:

— to bring the text corpus into machine-readable form,
which includes the definition of words/word forms of the
Kazakh language with the help of Porter stemmer;

— to collect data and conduct neural network learning.

4. Bringing text corpora into machine-readable form

A dump of Wikipedia database in the Kazakh language as
of April 2019 was used as a text corpus. For further work, it
was necessary to compile a dictionary of unique word forms.

The original dump file was previously cleared of XML
function words and repetitions. As a result, a dictionary of

1062058 words was obtained. To reduce it, a stemmer based
on the Porter algorithm was developed and applied.

The stemming algorithm (Porter stemmer) is often used
in approaches to complex word identification [27], file ma-
nipulation, search and scripts for specific applications [28],
it does not use bases of word stems, but only, sequentially
applying a series of rules, strips endings and suffixes based
on language features, and therefore works quickly.

The idea of the Porter stemmer is that there is a limited
number of inflectional and derivational suffixes. The Porter
stemmer uses a set of existing suffixes (with complex com-
pound suffixes broken into simple ones) and manually de-
fined rules. The implementation of the stemmer for Turkish,
Romanian, Armenian, Catalan, Greek, Lithuanian languag-
esisavailable in [29]. It can be seen that the stemmer has not
been implemented for the Kazakh language.

The algorithm consists of five steps. At each step, the
inflectional or derivational suffix is stripped and the rest
is checked for compliance with the rules (for example, for
Russian words, the stem must contain at least one vowel).
If the resulting word satisfies the rules, the next step is
taken. Otherwise, the algorithm selects another suffix to be
stripped. According to the official project website, the maxi-
mum inflectional suffix is stripped in the first step, the letter
“i” in the second, the derivational suffix in the third, suffixes
of superlative forms, “b” and one of the two “n” in the fourth.
The fact that the Porter stemmer does not use any dictionar-
ies and stem bases is advantageous for speed and application
range (it copes well with nonexistent words) and at the same
time disadvantageous in terms of stemming accuracy. The
algorithm often cuts off the word more than necessary, com-
plicating the synthesis of the normal form according to the
resulting stem: amanmbiasl —>ama (the really unchanging
part is aman). When implementing the Porter algorithm for
the Kazakh language, we give all suffixes and endings of the
Kazakh language in the program code:

_re_all=re.compile(

> (waJIbIK|me k| faran|geren|raran|reren|aran|neren|>

r>paiipia|gefiin|Taiipin|Teiiin|kent|xana»r>uaap|
uaep|aikirikijnikilaTom|erin|iTm| i Tin|>

ryrei|kanblkenilranpimamalureme|»

r>MblH|Min|6bi1|6in|nbiH[miH|MbI3|Mi3|6b13|6i3| MBI |13
colH|cin)»

r>cpi3|cis|apis|uis|nan|nen|rau|ren|man|nen|unalumel-
JBIH|IiH|ThIH|>

r>Tin|ubiH|Hin|aap|aep|rap|replnap|nep|6enjuen|men|cran|>

r>aaiineit|raii|reii| ik pik|Toik|Tik|abiK| pik/nas)>

> F b ri| K bLm Kim| e k| a k| s i |ami|pm s ga)-
nern)»

r»tan|ren|nan|ren|gac|rec|rac|rec|nac|aec|rap|rep|xkapl|-
keplapip|>

> Aip|Teip|Tip|Feis|riskbis|kis|ran|ren|kan|ken|»

r>yurpl|ymi|naii|aeit|coin|cin|6ak|6ex|nak|mex|mak| mex|
b itinfibik|iti)>

r»col|ci|nalne|ra|relralre|ka|ke|nalme|»

> 1| o1 Ti| Hbi|Hi| b1 Ga|Ge| ma| e ma|ve| >

r»1bi|nifrplri|k bl ki|ay|ey|ralae|aplep|»

r>binfin|uralure|urifursi calce|>

r>ulif|pi[i) $»)

By stemming 1062058 dump words, the word is assigned
to the variable: word="opnamsackan” and the stemmer is
started. Consequently, there is a process of stripping affixes



of words in the database by the stemmer, some examples of
the process are given in Table 1.

W

unittest.main()
stemmer=Stemmer()
word="opnamnackan”
word=stemmer.stem(word)
print(word)

Table 1

Process of stripping affixes of words in the database
by the stemmer

Original text Expected version Stemmer result
Opnamackan Opnasac—kan Opmnaimac
[lepexreprin Jlepex+Tep+in [lepex
COHIIIATIBIKTBI Contmra+JbIK+Th CoHIIaJIbIK
CarnaibIKThl Carna+bIK+Thbl Carnasbik
Cyur+u+t+in Cynr+u+t+in CyHrut
Tan+rbl Tag+rbr Tag

The resulting dictionary was indexed for further use by
the algorithm.

To extract keywords from the text corpus, adomain dictio-
nary approach was used [30]. A dictionary of essential terms
that the algorithm will operate with was compiled from the
dump file. For this, the topics of about 224,000 articles were
used. This approach focuses on the formation of a dictionary,
which should be based on terms of the subject area carefully
selected by an expert. Some of the topics on personalities, set-
tlements and others that are not suitable as keywords were not
included in the dictionary. Thus, the length of the dictionary
of essential terms was 50,000 elements.

5. Neural network learning

We know that a dictionary of 1,062,058 words is redun-
dant, which significantly increases machine time for neural
network learning.

According to the calculations, a closer dictionary size for
efficient work was determined. After highlighting unique
word stems, the size of the dictionary was reduced to
135,120 elements.

For the experiment, a perceptron-type neural network
was created. The number of perceptron receptors is equal to
the length of the word stem dictionary, i. e. 135,120. In the
output layer, the number of neurons is equal to the length of
the essential term dictionary, i. e. 50,000.

Choosing the number of elements of the hidden layer, it
was taken into account that the task of the neural network
is to generalize the input data array. Kevin Swingler [31]
recommends using a narrowing neural network in such con-
ditions, that is, a network with fewer neurons in the hidden
layer than in the input one.

For example, for the limit error e=0.1, a learning se-
quence 10 times the number of weights must be used. This
dependence is described by the formula:

n>—. )

According to the formula (1), where the number of train-
ing examples (n) is equal to the product of the number of
connections (®) by the error reciprocal (1/¢), as a result of
the reduction, the ratio of the number of connections (®) to
the number of errors (g) is obtained.

Hence, using more connections than the learning set
can fill harms the generalizing ability, which was re-
vealed by comparing experimentally constructed “learning
curves” (Fig. 1, x — errors in percentage, y — number of
experiments), corresponding to the maximum generalizing
ability. At the same time, 65,000 neurons were found in the
hidden network layer.

For learning, a sample was prepared, where each essential
term corresponded to the text vector model (2, 0, 4, ..), where
the first element corresponds to the number of occurrences of
the first word stem from the dictionary, etc. For convenience,
as data for neural network learning, the occurrences were
normalized in the range from 0 to 1.
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Fig. 1. Learning error size (%) for each experiment

For neural network learning, it is necessary to perform a
large number of iterations with the text corpus, which can be
implemented using the error backpropagation algorithm. In
this case, a learning set of text corpora with pre-known key-
words is used, as a result of errors minimization, we reveal
the difference between the output values of the neural net-
work and the input ones of keywords. This iterative gradient
algorithm is used to minimize the error of the multilayer
perceptron and obtain the desired output. Learning the se-
lection of the best options, which occurs by comparing the
vector model of the studied text with the threshold values
of the search model is carried out. The vector model involves
matching each document with the frequency range of words
and, accordingly, the vector in the lexical space. In the search
process, the frequency portrait of the query is considered as
a vector in the same space and the most relevant documents
are determined by the degree of proximity (distance or an-
gle between the vectors). In more advanced vector models,
the dimension of space is reduced by discarding the most
common or rare words, thereby increasing the significance
percentage of keywords. Next, the relevance of each keyword
in the text corpus is estimated by matching with the value
vector. The probabilities of their attributing to the key ones
are determined in accordance with the constructed model
for approximating the indicator to the expected result.

The difference between the vector values of these pa-
rameters for key and non-key words is determined. Next,
the probability of attributing each word to the group of
keywords is estimated and its threshold is set, i. e., the model
is learned.



6. Result of the algorithm for keyword search in the
Kazakh language text corpus

By means of the Porter stemmer, the dictionary to search
for keywords in the Kazakh language, which includes the
base of Kazakh word stems and the terminological dictio-
nary for neural network learning was created. This base will
be used to develop a system of semantic text analysis, for
remote check of electronic text works of learners.

For example, the following text corpus is chosen.

Text 1. Hedipoorceni mancipubenix manimemmepoi cakma-
yea dcone xordanyea mabuzu Geuimdinizi 6ap napaiieiv-
di mapamoviizan npoyeccopaap rcuvinvl. On exicasdai-
da muza yxcac:

1) Binim kopot scenini okvimy ypoicinde kaioinmacaowl.

2) Cunanmuxaivlx Caimax peminoe aHolkmaizan Hetpon
apanvix Gipizy Kywmepi ecme caxkmay yulin KoJa0anvliadw.

Canmax — Xep Gemine aaxvin mypzan deneze acep
ememin ayvipavly Kywiniy candolx wamacvl: P=mg, myn-
dazvlm - dene maccacwl, g - epxin mycy yoeyi (nemece ayoi-
pavik Kywiniy yoeyi). [eneniy maccacvl mypaxmol uama,
an g mani JKep 6emindezi endike jcane menia denzeiinen
ecenmenemin 6uikmikxe 6atranvicmor (MoLcarvl, Aamamol
yuiin g=9,804 m/c?) eszepemindixmen, ozan caiixec Oeneniy
canmazvl 0a eszepeoi.

Table 2 gives the word forms (1, 2 columns) from the
dictionary of keywords and essential terms (3, 4 columns).

In neural network learning, dictionaries with stems
of 135,120 words and the terminological dictionary of
50,000 words were used. The neural network consisted of
one hidden layer.

The structure of the neural network is as follows.

Fig. 2. Error backpropagation neural network
with one hidden layer

Here, neurons representing the network outputs (Y) and
hidden neurons may have a bias (1). These biases serve as
weights on the connections emanating from the neurons, at
the output of which there is always 1. In addition, the arrows
in the figure show the movement of information during the
phase of data propagation from inputs to outputs. In the
learning process, signals propagate in reverse direction. As
mentioned earlier, network learning includes three stages:
feeding learning data to the network inputs, error back-
propagation, and weight correction. During the first stage,
each input neuron (X) receives a signal and broadcasts it to
each of the hidden neurons (7). Each hidden neuron then
calculates the result of its activation function (network func-

tion) and sends its signal to all output neurons. Each output
neuron (Y), in turn, calculates the result of its activation
function, which is nothing more than the output signal of
this neuron for the corresponding input data. In the course
of learning, each neuron at the network output compares the
calculated value of Y with the teacher-provided T (target val-
ue), determining the corresponding error value for the given
input pattern. Based on this error, Qk (k=1, 2...) is calculat-
ed. Qkis used in error propagation from Y to all network
elements of the previous layer (hidden neurons associated
with Y%), as well as later when the weights of the connections
between the output and hidden neurons change. Similarly,
Qj (j=1,2..) is calculated for each hidden neuron Zj. Despite
the fact that error propagation to the input layer is not nec-
essary, Qj is used to change the weights of the connections
between the hidden layer neurons and input neurons. After
all Q have been determined, the weights of all connections
are adjusted simultaneously.

Table 2
Word forms from the dictionary of keywords
and essential terms
No word No word No. terms No.| terms
forms forms
. . . . canowix
1 | Hedipooceni| 8 Tyvp 1 | Heupooceni | 8 wana
. bGipiey
2 | moxcipube | 9 | JKaxwun | 2 | sandvuvix | 9 xyumepi
. . adic-macin-
3 | manimem |10 | Kywi 3 SOLIbIM 10 depi
4| cagkma |11 Can 4 Ay Z;f)u]jbm 11| danendey
5 | xondan |12 |6aiinanvic| 5 Cuna7muxa— 1o | Tvpasmo
JbIK CATMAK wama
6 Getiim 13 | mypaxmot| 6 |dene carmazoi| 13 11‘6‘1-{6‘
maccacoi
7 Oene 14 |sanovwwwi| 7 | Binim xopor | 14 | XKep 6emi

Thus, after obtaining the numerical data of the weights,
the correlation coefficient was calculated, which amounted to
0.99 %. This result showed a linear dependence of input and
output data of the neural network, which indicates the likeli-
hood of correspondence between the number of words in the
obtained dictionary and the number of words in the Kazakh
language dictionaries. Hence, significant deviations in neural
network learning are not observed, so, the desired result is
achieved. If you compare with the number of words of the “Ex-
planatory dictionary of the Kazakh language” — 106,000, the
dictionary is more suitable for the Kazakh language word base.

7. Discussion of the results of research on
the development of a keyword search algorithm

After applying the Porter stemmer to search for key-
words in the Kazakh text corpus, a dictionary of word
stems of 135,120 word forms and a reference dictionary of
50,000 keywords (or terminological dictionary) were ob-
tained.

For parsing the text in the Kazakh language, the Porter
algorithm was chosen. Due to this, dictionaries for key-
word search were created. In the works on the development
of linguistic processors for the Kazakh language, lexi-



cal-morphological and morphological text analyses were
considered, where subject ontology and the dictionary of
suffixes and affixes were used [32, 33]. Hence, the study of
semantic analysis of Kazakh texts using a neural network
and compiling a keyword dictionary using the Porter algo-
rithm are relevant.

This study is applicable only for text information pro-
cessing and the algorithms are not applicable for another
format of information (images, video, audio), which is one
of its drawbacks. Based on this study, a neurocomputer
system is developed that will allow semantic text analysis
and determining whether the text corresponds to a given
topic. The neurocomputer system will include a semantic
analyzer of the Kazakh text, which can be used in online
courses to check the text works of learners in educational
institutions [34].

By filling the system with dictionaries of other natural
languages, it can be applied to other languages.

In connection with the transition of the Kazakh lan-
guage to the Latin alphabet, the adaptability of this study to
the Latin alphabet should be studied in the future.

8. Conclusions

1. Hence, with the help of the Porter stemmer, a key-
word dictionary with a total of 135,120 word forms and
a reference dictionary of essential terms, which includes
50,000 words were created. The given number of word
stems and the reference dictionary of keywords are a
probabilistic approximation to the number of words in the
explanatory dictionary of the Kazakh language, as a result
their approximate error is 5090 %. This is a good result al-
lowing to determine the approximate number of keywords.

2. As a result of learning data preparation, we got a pair:
akeyword and a vector of corresponding word forms. As well
as a fixed difference in the values of word form vectors for
key and non-key words. After that, the probability of assign-
ing each word to the group of key ones is estimated and its
threshold is set, that is, the model is learned. Weights were
determined taking into account the displacement of neurons
in the inner layer of the neural network, while correlation
analysis showed a linear dependence of input and output
data of the neural network with a value of 0.99.
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