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ANALYSIS AND SYNTHESIS OF MODELS ON BASIS OF MACHINE LEARNING FOR MISSING VALUES
IMPUTATION FROM SOCIAL NETWORKS’ PERSONAL ACCOUNTS
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Problem statement of missing values imputation from the personal accounts of social network users was performed.
A structure flow chart of data imputation model was offered, which includes the following machine learning algorithms:
association rules, decision trees and random forests. Missing values imputation experiment with use of the offered mod-
els was carried out on the full dataset and in a particular cluster. An interval estimate of imputation accuracy within the
range from + 0 (point estimate) to + 2 was performed. It was ascertained that the preliminary clustering improves the
performance quality of the imputation model based on association rules, while the models based on decision trees and
random forests are practically insensitive to it. It was shown that the best results of missing values imputation procedure
show the models based on decision trees and random forests.
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AHAJII3 I CHHTE3 MOJIEJIEM HA OCHOBI MAIIIMHHOT'O HABYAHHS JIJIS IMITY TAIIT IAHUX
I3 MIEPCOHAJIBHUX AKAYHTIB COLIAJIBHUX MEPEX
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BukonaHo 1ocTaHOBKY 3ajadi iMITyTallil TaHUX 3 MPOITYLICHUMH 3HAUYCHHSIMH 3 IEPCOHAIBHUX aKayHTiB KOPUCTY-
BayiB COLIAIFHUX MEPEX. 3alpOIOHOBAHO 0a30BY CTPYKTYPHY CXE€MY MOJENI iMITyTamii HEeKOMIUIEKTHUX JaHHX, SIKa
BKJIIOYA€ B ceOe HACTYITHI aJrOPUTMH MalIMHHOIO HaBYaHHS: acOlliaTUBHI ITPaBWJIa, AepeBa Ta Jicu pimeHs. [Iposene-
HO eKCIIEPUMEHT 3 BiJHOBJICHHS NPOIYIICHUX 3HA4Y€Hb 3 BUKOPHUCTAHHSM 3alpOIIOHOBAHMX MOJEIel Ha MOBHIH MHO-
XKWHI TaHWX 1 B OKPEMOMY CErMEHTi. BHKOHaHO iHTepBaJIbHY OLIHKY NPaBWJILHOCTI BiIHOBJICHHS TPOIYCKIB Y MEXax
Big +0 (TOoukOBa oIiHKa) 10 +2. BcTaHOBIEHO, 10 TONEpeaHs KIacTepHu3ais i IBUILY€E SIKiCTh pOOOTH MOZAEI iMITyTa-
i Ha OCHOBI ACOIIATMBHMX TPABWII, TOAI SIK MOJIENIi Ha OCHOBI JIepeB 1 JIICIB pillleHb NMPAaKTUYHO HEYYTIHBI 1O Hel.
INokazaHo, 1m0 HalKkpaml pe3yabTaTH BiJHOBICHHS MPOITYIIEHNX 3HAYCHb ITOKa3ylOTh MOJIEJIl Ha OCHOBI JEpeB 1 JiciB
pileHs.

KirouoBi cjioBa: corianbHO-MEpeKEBUN aHANI3, IMIyTaIlis TaHUX, MAIIHHAC HABYaHHS, aCOI[iaTHBHI TPaBWIIA, Jic-
peBa pillieHb, JICH PilllcHb.

INTRODUCTION. Missing data are inevitable Our research is aimed at improving the quality of data
problem when real data processing [1]. They are ex- stored in social networks through analysis and imputation
tremely undesirable when applying data mining algo- of missing values that may be contained in the personal
rithms [2], because they result the reduction of effi- user accounts in the context of improving the results of
ciency. Furthermore, most data mining algorithms can- models application in social network analysis. However, it
not work directly with incomplete data. Traditional and is very difficult to process such kind of data because they
most popular methods of missing data processing are: have both numerical and non-numerical nature, and con-
ignoring, deleting, substitution [3—6]. However, they tain a large number of contradictions.
cause the loss of efficiency and getting biased estimates Another feature of the data stored in social networks is
due to deletion of incomplete cases [7]. Moreover, this the existence of connections between them. Investigation
problem worsens when processing high dimensional of the structure of these ties provides additional data de-
data. So to get simulation results more qualitative and scribing users and their activity on the network [15]. In
reliable the improvement of initial data quality is nec- addition, they can store the information about latent factors
essary. It is possible with use of more complex and which cause the formation of connections between ac-
modern model-based methods of missing data imputa- counts that are similar to each other in some way, and
tion [1, 7, 8]. combining them into a group. Thus, the data from social

Recent trends in the progress of methods for missing networks contain not only the missing values, but also the
values imputation show that is extremely difficult to de- information for their imputation or enrichment represented
velop a universal model that could show good results in in implicit or explicit form.
various subject areas. Therefore, in many papers models In view of the fact that a large number of methods were
are mainly offered for specific domains: psychology, developed to solve the problem of incomplete data, the
medicine [9], biology [10], genetics [11], social science analysis and synthesis of optimal missing values imputa-
[12], software cost estimation [13], databases [14]. tion models with use of known algorithms is urgent prob-
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lem for this domain.

The goal of this work is the analysis and synthesis of
data imputation models as applied to the personal user
accounts of social networks, taking into account the mixed
nature of their attributes on basis of machine learning mod-
els.

MATERIAL AND RESEARCH RESULTS. Let
there be some initial matrix Z that has the dimensional-

ity kxn, elements z!/(i=1,_n, j=1,_k) of which de-

scribe n users in space of & quantitative and qualita-
tive indicators.

Since the objects in a social network are connected,
then the ties between them can be represented as a
simple undirected graph G =(V,E) where V 1is a
nonempty set of vertices, £ is a set of vertices’ pairs
which are called edges. Connection between the verti-
ces of the graph can be defined by the adjacency matrix
A of the dimension nxn , where a; =1, if there is a
connection between the vertices of the graph G with
numbers i and j,and a; =0 otherwise.

On the other hand, the specific of data (attributes)
from the social networks accounts is that the qualita-
tive-quantitative indicators describing a user can be
divided into 2 groups: those which may contain miss-
ing values, and attributes which are always complete
(for example, time of the last browsing a page or pri-
vacy settings). Let denote the matrix of incomplete data
as X which has the dimensionality nx k; , where &, is

the number of indicators that may contain missing

values. X, has  the  following  form:
o X2 Xk,
Xar A Xor, .

X, = "|. The matrix of always
Xl Xn2 xnkl

complete data is denoted as X, and has the dimen-
sionalityn x k, , where k, is the number of complete

indicators. Matrix X, will be called the enrichment

matrix. It has the following form:
X1 X2 X1k,
X1 Xy Xok .

X, = ?|. Then the matrix D can
Xnl Xn2 xnkz

be represented as the junction of X and X,:

X1 X2 X (Xt +1 Xk +2 Xk

X211 X X2k [X2k+1 Xok+2 X2k
D= ,

Xnl Xn2 xnkl xnlirl xnkl+2 Xk

where k =k +k, .
Let introduce the concept of the complete data ma-
trix X and the binary matrix M of the dimension

if x;

;7 1s not a missing and

kxn, wherein m; =1

my; ="NA" if the corresponding element x; is miss-

ing. Then the matrix with missing values X, can be
represented as X, = X ocoM , where the operator “oo”
is defined by analogy with the Hadamard product “o >,

which means the element wise matrix-matrix multipli-
cation of X and M .

That is: {x!/ "M = xff m:{ =‘x!/ v ,,mi/ Tl
x; oomy; ="NA" if m; ="NA
For instance:
X Xp 1 " NA"
X =XooM =|Xx5 Xy |00 "NA" 1 |=
X3 X3 1 "NA"
xll VINA"
- VINA" x21
x31 VINA"

Using the introduced terminology, the problem
statement of imputation can be formulated as follows:
the incomplete matrix X, is specified; it required to

restore the original matrix X', on the basis of the data
that are contained in the incomplete matrix X; and the

enrichment matrix X, . Given that completing matrix

X with absolutely accurate values is extremely diffi-
cult, it is possible to find a reasonable estimate

X~X, using the share of incorrectly imputed values
as a performance criterion and allowing deviations of
values derived from initial data in a specified range Ar .

However, taking into account that the user profiles,
whose indicators require imputation, have real connec-
tions that are defined by the adjacency matrix 4, the
imputation problem can be reformulated as: given a
triple (X;,X,,A4); it is required to restore the original

matrix X or find its reasonable estimate X ~ X , on
the basis of not only the information contained in the
incomplete matrix X, but also the additional matrix
X, and the adjacency matrix A .

In this paper, missing values imputation experi-
ments were performed on the data collected from per-
sonal user accounts from the city of Kremenchug in the
social network "Vkontakte". Totally the information on
about 200,000 accounts containing missing values was
obtained.

Attributes that are available for analysis, the follow-
ing: age, relationship status, years of school and uni-
versity graduation, the number of subscribers, subscrip-
tions and friends, sex, privacy settings, contacts outside
of the social network, the number of downloaded me-
dia files, time and date of the last browsing the page.
Let define the set P which has the cardinality of &,

variables that may contain missing values and therefore
are target for imputation: F, = f{age; relationship
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status; year of a university graduation; year of a school
graduation}. Since the matrix X, is involved in the
subsequent calculations, and provides a source of addi-
tional information when restoring the values of X,

apart from the k; =4 target for the imputation k, =8

extra variables also take part in the calculations.

A brief outline of the data preparation to carry out
the comparative modelling looks as following:

1. Collecting data about users from the city of
Kremenchug and forming a model matrix Z that has
the dimensionality kxn by deleting all missing data,
where n=27741s the number of records and k& is the
number of indicators.

2. Generatingin Z 1, 2,5, 10, 20, 30, 50 and 70 %
of missing values by turns that have uniform discrete
distribution, and specifying them as “missing”, for
every attribute. Getting eight incomplete matrices Z;,
i=18.

After the study of these data it was ascertained that
the main problem, which complicates the analysis, is
their mixed nature. Therefore, the imputation of such
data requires the algorithms allowing simultaneous
processing of numerical and categorical indicators. On
the assumption of this criterion, an attempt to use the
models on basis of association rules, decision trees and
random forests was undertaken for missing values
imputation in data. Fig. 1 represents the offered miss-
ing data imputation model. The block "imputation
model" corresponds to one of three models: association
rules, decision tree or random forest, which are ana-
lysed by turns.

Output data
{without missing
values)

Dimension Clusterin
reduction 9

Association Rules
Decision Tree
Random Forest

Input data with

missing values

Output data
{without missing
values)

Imputation
model

Pucynok 1 — Flowchart of the offered model
for imputing missing data

In case of association rules' use two types of models
were built: the first with the algorithm of building the
rules for all data [16] from Z], the other one with use

of improved algorithm, which was offered by authors
in [17], and includes the stage of preliminary cluster-
ing. The basis of the preliminary clustering is a consid-
erable number of unique values, which is typical for
every attribute and makes it difficult or impossible to
find rare but significant rules.

The models of random forests and decision trees
were built with use of CART algorithm, and had the
inputs with identical parameters. These models are
limited by depth in order to prevent overfitting. The
random forests consist of n_estimators =100 trees.

The models on basis of decision trees and random
forests also were built for the two cases: of all data and
of certain clusters.

Obviously, it is difficult to analyse the 5 input in-
formative indicators, so there is the problem of reduc-
ing their dimensions. Its solution is possible by using of
the methods based on search and detection of correla-
tions between variables and further identifying of latent
factors, which describe and consolidate similar vari-
ables, such as factor analysis.

The goal of any factor analysis method is to repre-
sent the matrix element of input data Z as a linear
combination of several factors. Then, the matrix ele-

ment z; can be expressed as a linear combination of r

factors [18]:
Zy =YubP1j T Vi Prjte -t Vi Dy

(1)

Equation (1) expresses the basic model of factor
analysis and can be written in matrix form:

Z=YP, )

where Z is the matrix of the input data. Y is the ma-
trix, which needs to be determined; Y is called a factor
pattern, and its coefficients are called factor loadings.
P is a matrix of values of all factors for all individuals.
At that, Y shows the relationship between the vari-
ables and factors, P describes certain individuals. For
the correlation matrix R of the input data Z he fol-
lowing relation takes place:
1

——77'=R,
n-—1

€)

1 . o . .
where —— 1is a scalar. When substituting (3) in (2) it

n—

is obtained R= LZZ = ALPP'A' . Expression
n-— n-—

%PP' = N is the correlation matrix, which reflects

n—

the relationships between factors:

R=ACA (4)

When imposing the condition of uncorrelated fac-
tors (C = 1) in this equation it is obtained:

R=44 (5)

Equations (4) and (5) are called the fundamental
theorem of factor analysis. C' — is the matrix of corre-
lation coefficients between the factors. In the case
where the orthogonal factors are postulated, C be-
comes an identity matrix and it is omitted when multi-
plying [18].

In our case the orthogonality of desired factors is
assumed. The factor analysis was performed by apply-
ing the principal component method [19] and the fur-
ther procedure of Varimax rotation. This procedure
maximizes the dispersion of loadings' squares for the
each factor, which leads to increase of large and de-
crease of low values of the factor loadings. The number
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of factors is determined based on the criterion of Cat-
tell [20]. Table 1 shows the percentage of the variables
variance explained by the obtained factors.

Table 1 — The percentage of variables' variance
explained by factors

Factor Eigenvalue PerCfant of Cumulative
Number Variance Percentage

1 2,5958 54,583 54,583

2 1,23913 26,056 80,639

3 0,550029 11,566 92,205

4 0,170861 3,593 95,797

5 0,127169 2,674 98,471

6 0,0691975 1,455 99,927

7 0,00349454 0,073 100,000

As can be seen from Table 1 the obtained orthogo-
nal factors explain 92,2 % of the variables' variance.
Table 2 shows the factor loadings matrix after the rota-
tion of axes.

Table 2 — Factor loading matrix after Varimax rotation

Variables Factor 1 Factor 2 Factor 3
age —0,888021 05027_7293 0,0347097
relation code | 0,0418745 | 0,057447 —-0,20032
UG 0,803159 [ 0,0001681 | 0,0017988
SG 0,956649 | 0,0461541 |-0,0897558
followers 0,131469 0,32324 0,32443
subscriptions | 0,0455038 | 0,643792 [-0,108763
friends 0,0709865 | 0,57298 0,199264
sex 0,0934906 | 0,0284965 | 0,0225422
openness -0,143864 |-0,0785016 |-0,0639811
activity 0,224398 | 0,275299 | 0,622552
fii?gz:lca' 024438 | 0,203178 | 0,0634779
last seen 0,0268603 | 0,0958093 | 0,529805

Based on Table 2, the obtained factors were per-
sonified as follows: age characteristic (Ist factor,
54,583 % of the variance), communicativeness (2nd
factor, 26,056 % of the variance) and online activity
(the third factor, 11,566 % of the variance). Thus, the
results of the factor analysis have shown that for the
description of social network users it is possible to pass
from space of k=12 correlated indicators to three-
dimensional space of derived factors.

Taking into account the efficiency of the computa-
tional procedure for large sample sizes and the numeri-
cal nature of the analysed variables, clustering is per-

formed with use of the &k — means method with the
Euclidean metric and calculation of the squared
Euclidean distance as a disparity measure. K —means
method belongs to the class of algorithms which re-
quire a prior setting of the number of desired clusters.

One of the methods allowing to find the optimal
number of clusters is the Elbow criterion. It looks at the
percentage of variance explained as a function of the
number of clusters and chooses the number so that
adding a new cluster does not improve the results of
simulation [21]. Percentage of variance explained is
the ratio of the sample variance within the cluster to the
value of the total sample variance.

60 - U N b RS S R 4

B0 ]

Percent of variance explained (%)

o

o P a 5 8 1 2
Number of clusters
Figure 2 — Percentage of variance explained
by the clusters on the number of clusters

As can be seen from Fig. 2, the first clusters explain
a significant amount of the variance, but at some point
this increase stops. The number of clusters is chosen at
this point is equal to 6 and satisfies the elbow criterion.
The results of the clustering procedure are shown in
Fig. 3-4. The resulting clusters have the following
structure: 1st contains 402 records, 2nd — 85, 3rd —777,
4th — 608, 5th — 229, and 6th — 673.

10 .

T
see Cluster0
eee Cluster 1
e (ees Cluster 2
L e®e Cluster 3
eee Cluster4
Cluster 5

Factor 1

—-10}

-15 L L L L L I I I
—2 6 8 10 12 14 16
Factor 2

Figure 3 — The results of clustering in the space
of 1 and 2 factors
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Figure 4 — The results of clustering in the space

of 1 and 3 factors
100%

80%

Further in accordance to the offered flow chart, 2
60%

types of imputation model were built: for the all dataset
and within clusters. Furthermore, for getting more
stable results j =5 sets of incomplete data were gen-

40%

20%

0%

Percent of correctly imputed data

1% 2% 5% 0% 20% 30% 50%  70%

Percent of missing data

erated for each of i =1,8 percentage of missing values.
Thus, j experiments were performed for each of the

==== Cluster_RF
Mean Within_1 (All data)
Mean Within_1 (Cluster)

All_data_RF
et \lean Within_2 (All data)
= =4 = Mean Within_2 (Cluster)

models, and their results were averaged.

As an example, the comparative results of the impu-
tation of variables "age" and "year of a school gradua-
tion" are shown in Fig. 5-7 for all data and within the
largest third cluster containing 777 records. An interval
estimate of missing values imputation accuracy was
performed for numerical variables (age, year of a uni-
versity graduation etc.) within + 0 (exact accuracy,
curves without any markers), also for Ar=+ 1 (curves
with diamond-shaped markers) and Ar=+2 (curves
with triangular markers), since users are usually classi-
fied within a certain group.

Figure 7 — The results of the model's work on basis
of random forest

school graduation
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80%
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20% +—

A
—
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0% t t t
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Percent of correctly imputed data
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Percent of missing data

= === Cluster_ AR
Mean Within_1 (All data)
Mean Within_1 (Cluster)

All_data_AR
—t— Mean Within_2 (All data)
= =4 = Mean Within_2 (Cluster)

Figure 5 — The results of the model's work on basis
of association rules
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g 40% N T Figure 8 — The results of the model's work on basis
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Percent of missing data
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Mean Within_1 (All data)
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Figure 9 — The results of the model's work on basis

of decision trees
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Figure 11 — The results of the model's work on basis
of random forest

As it can be seen from the figures, the model on ba-
sis of association rules imputes missing values with
less accuracy than the models on basis of decision trees
and random forests, and shows sensitivity to the proce-
dure of pre-clustering. The models based on decision
trees and random forests, show nearly the same results
of the imputation, what can be caused by specifying
identical parameters when their training. Therefore,
Fig. 12, 13 present the comparative results of the mod-
els on basis of association rules and decision trees with
the exact accuracy and within the intervals Ar =1 and
Ar =2 in the cluster.

100%

80%

60%
40% -
20%

0%

Percent of correctly imputed data

5% 10% 20% 30% 50% 70%
Percent of missing data

1% 2%

= === Cluster_AR
AR: Mean Within_1 (Cluster)
DT: Mean Within_1 (Cluster)

et Cluster_DT
= === AR: Mean Within_2 (Cluster)
——e— DT: Mean Within_2 (Cluster)

Figure 12 — Comparative results of the models' work
on basis of association rules and decision trees
(variable "Age")

school graduation
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Percent of correctly imputed data

% 2% 5% 10% 20% 0% 5% T0%
Percent of missing data

= === Cluster_ AR
AR: Mean Within_1 (Cluster)
DT: Mean Within_1 (Cluster)
Figure 13 — Comparative results of the models' work

on basis of association rules and decision trees
(variable "Year of a school graduation")

=—t— Cluster_DT
====AR: Mean Within_2 (Cluster)
=——t— DT: Mean Within_2 (Cluster)

The dotted curves represent the results of the model
based on association rules, solid curves represent the
results of the model based on decision trees. The lower
group of curves shows the results of missing values
imputation with exact accuracy, the light-coloured
curves in the middle of the plot represent imputation
results within the range + 1, and the dark curves on the
top of the plot represent imputation results within the
range + 2.

CONCLUSION. As experiment results show, models
on basis of association rules impute missing values with
less accuracy in the range from + 0 to & 2, than models on
basis of trees and random forests, and show sensitivity to
the procedure of preliminary clustering: accuracy of data
imputation is higher in the cluster from 20 to 50 % than on
the whole data set. Models on basis of trees and random
forests show almost identical results of imputation, which
may be caused by specifying the same parameters while
training. They are practically insensitive to the pre-
clustering, stably demonstrate high accuracy of imputation
within £ 1 (80-50 %) and + 2 (90—60 %) with up to 50 %
of missing values. From the comparative results of the
models on basis of association rules and decision trees it
can be seen that the last one shows better results (on the
average the accuracy of imputation is higher from 5 to
15 %).

Improvement of the results of a model based on asso-
ciation rules is possible by implementation of the rules'
weights that can be computed on basis of explicit and
implicit connections analysis between users in a social
network.

Since the training quality of the models on basis of de-
cision trees and random forests depends on the input pa-
rameters, the accuracy of missing values imputation by
these models can be improved by optimal parameters se-
lection when training, for example, with use of genetic
algorithms.
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AHAJIN3 U CUHTE3 MOJIEJIEM HA OCHOBE MAIIIMHHOTI'O OBYUYEHUSA JIJISI UMITY TALTUA
JTAHHBIX W3 MIEPCOHAJIBHBIX AKKAYHTOB COIIUAJIBHBIX CETER
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BeimosHeHa moctaHoBKa 3a/1a41 UMITYTally AAHHBIX C HPOITYIIEHHBIMU 3HAYCHUSMH U3 ITEPCOHAIBHBIX aKKayHTOB
nosb3oBareneil conuanbHbIX cetell. Ilpemnokena 6a3oBasi CTPYKTypHAsi CXeMa MOJIEIH MUMITyTalliy HEKOMITJIEKTHBIX
JIAaHHBIX, BKJIIOYAIOIIAsi CICAYIONIHE aJITOPUTMbl MAIIMHHOTO OOYYEeHHs: acCOLMATHBHBIC IIPAaBWIIA, JIEPEBbsI M Jeca
pemenuii. [IpoBenieH 3KCIIEpIMEHT 110 BOCCTaHOBJICHUIO NPOITYIICHHBIX 3HAYEHUH C MCIOIb30BaHNEM IPEIUIOKEHHBIX
MoJIeJIel Ha TIOJIHOM MHOXKECTBE JaHHBIX U B OTZEIIBHOM CETMEHTE. BhINoIHEeHa MHTEepBaIbHAS OLICHKA NPaBHIBHOCTH
BOCCTAHOBJICHUSI NPOIYCKOB B mpenenax or =0 (ToueuHas omeHKa) 10 +2. YCTaHOBJIEHO, YTO NMpPEABAPHUTENbHAS CET-
MEHTAIYs TOBBIIIAET KaYeCTBO paObOTHl MOJETH UMITYTAllid HA OCHOBE aCCOIMATHBHBIX IIPABWII, B TO BPEMs KaK MoOJie-
JIM Ha OCHOBE JICPEBBEB U JIECOB PEIICHUI NMPAKTUIECKH HEUYBCTBUTEIBHBI K Hell. [loka3zaHo, 4TO HamiIydIIne pe3yib-
TaThl BOCCTAHOBJICHUSI IIPOITYIIICHHBIX 3HAUEHHH ITOKa3bIBAIOT MOJIEIIM HA OCHOBE JIEPEBBEB U JIECOB PELICHHH.

KnroueBbie ci0Ba: colpanbHO-CETEBOIM aHAIN3, UMITyTallus JaHHBIX, MAIMHHOE 00y4YeHHe, acCOMaTUBHEIEC TIpa-

BWiIa, ICPCBbs peIHeHPlﬁ, JIeca pemeHHﬁ.
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