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THE NON-LINEAR REGRESSION EQUATION TO ESTIMATE THE SOFTWARE
SIZE OF VB-BASED INFORMATION SYSTEMS

The equation, confidence and prediction intervals of multivariate non-linear regression for estimating the
software size of VB-based information systems are constructed on the basis of the Johnson multivariate normalizing
transformation. Comparison of the constructed equation with the linear and two non-linear regression equations
based on the decimal logarithm and the Johnson univariate transformation is performed.
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HauionansHuit yHiBepcuteT KopabiieOyyBaHHs iMeHi agmipaia Makapoa

HEJIIHIMHE PET'PECIMHE PIBHAHHSA JIJI OLIIHIOBAHHS PO3MIPY ITIPOTPAMHOI'O
3ABE3NEYEHHS IHOOPMAIIMHAX CUCTEM HA VB

Pignannsa, oOosipui inmepeanu i iHmepsaiu NpocHO3Y8AHHA 6a2amMoBUMIPHOL HeniHiuHOI pecpecii O0ns
OYIHIOBAHHA PO3MIDY NpocpaAMHO20 3abe3neuenHs iHopmayiunux cucmem Ha VB nobyoosani Hna ochosi
0a2amosuMipHo20 HOpMani3yiouo20 nepemsopens [oconcona. Bukonano nopienanus noby008ano2o pieHANHA 3
JHIUHUM Ma 080MA HENHIUHUMU pecpeciUHuMU DIBHAHHAMUY, WO 0aA3YIOMbCae HA 0eCcAMKO8OMY N102apumi i
O0OHOBUMIDHOMY NepemeoperHi [oconcona.

Kniouosi  cnosa: mweniniine pieHsanHs pezpecii, 006ipuuil inmepsan, IHmMepear nepeodbayeHHs,
bazamosumipne HOpMAanizyloue nepemeopeHis, 6a2amosuUMipHi He2ayco8CoKi OaHi.

C.b. ITPUXOABKO, H.B. ITPUXOABKO, A.B. MAH/IPA, A.A. IPEMA

HarponansHbIH YHUBEPCHTET KOPaOIecTpoeHHsI UMEHHU aaMupana Makaposa

HEJIMHEVMHOE PETPECCUOHHOE YPABHEHME J1JIS1 OLIEHKHU PASMEPA ITIPOTPAMMHOI'O
OBECHHEYEHUA THOOPMALIMOHHbBIX CUCTEM HA VB

Ypasnenue, Oogepumenvuvie unmepeanvi U UHMEPSANbL NPOSHOZUPOBAHUS MHO2OMEPHOU HENTUHEUHO
pezpeccuu 0N OYeHKU pasmepa NpoSpamMmMHo2o obecneyenuss ungopmayuonnvx cucmem Ha VB nocmpoenvt Ha
OCHO8E MHO2OMEPHO2O HOPMAU3VIOWe20 npeodpazoganus JoiCOHCOHA. Bulnoaneno cpasHeHue NOCMPOEHHO2O
VDABHEHUsL C JUHEUHbIM U OBYMS HEIUHEUHbIMU DPecpPecCUOHHbIMU YPAGHEHUAMU, KOmopvle 6a3upylomcs Ha
0ecamuyHoM 1o2apugme 1 0OHOMEPHOM NPeodPA308aHUL J{HCOHCOHA.

Knrouesvie  cnosa: mHenumeiiHoe ypasHeHue —peepeccull, O008ePUMETbHbII  UHMEPSAN,  UHMEPSAT
NPeoCcKa3anus, MHO2OMEPHOe HOPMATU3YIouee npeodpaz0e8anue, MHO2OMepHble He2aycCco8CKue OaHHbIe.

Problem formulation

VB (Visual Basic) is one of the programming languages commonly used in information systems. Software
size is one of the most important internal metrics of software including software of information systems. The
information obtained from estimating the software size are useful for predicting the software development effort by
such well-known model as COCOMO II. This leads to the need to develop appropriate models for estimating the
software size [1]. The paper [1] proposed the linear regression equations for estimating the software size of some
programming languages, including VB, for information systems. The proposed equations are constructed by
multiple linear regression analysis on the basis of the metrics that can be measured from class diagram. However,
there are four basic assumptions that justify the use of linear regression equations, one of which is normality of the
error distribution. But this assumption is valid only in particular cases. This leads to the need to use the non-linear
regression equations including for estimating the software size of VVB-based information systems.

Analysis of recent research and publications

A normalizing transformation is often a good way to construct the equations, confidence and prediction
intervals of multiply non-linear regressions [2-8]. According [3] transformations are made for essentially four
purposes, two of which are: first, to obtain approximate normality for the distribution of the error term (residuals) or
the dependent random variable, second, to transform the response and/or the predictor in such a way that the
strength of the linear relationship between new variables (normalized variables) is batter than the linear relationship
between dependent and independent random variables. Now well-known normalizing transformations are used to
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construct the equations, confidence and prediction intervals of non-linear regressions. However, known techniques
for constructing equations, confidence and prediction intervals of multivariate non-linear regressions are based on
the univariate normalizing transformations, which do not take into account the correlation between random variables
in the case of normalization of multivariate non-Gaussian data. This leads to the need to use the multivariate
normalizing transformations.
Purpose of the study

The purpose of the study is to construct the non-linear regression equation for estimating the software size
of VB-based information systems. The software size prediction results by constructed equation should be better in
comparison with other regression equations, both linear and nonlinear, primarily on such standard evaluations as the
multiple coefficient of determination and mean magnitude of relative error.

Presentation of the main research material

We build the equation, confidence and prediction intervals of multivariate non-linear regression for
estimating the software size of VB-based systems on the basis of the Johnson multivariate normalizing
transformation (the Johnson normalizing translation) with the help of appropriate techniques proposed in [8]. As and
in [8] the techniques consist of three steps. In the first step, a set of multivariate non-Gaussian data is normalized
using a bijective multivariate normalizing transformation. In the second step, the equation, confidence and
prediction intervals of linear regression for the normalized data are built. In the third step, the equations, confidence
and prediction intervals of non-linear regressions for multivariate non-Gaussian data are constructed on the basis of
the equation, confidence and prediction intervals of linear regression for the normalized data and normalizing
transformation.

The techniques. Consider bijective multivariate normalizing transformation of non-Gaussian random

vector P = {Y, X1, X9, Xy }T to Gaussian random vector T = {ZY ,Zl,Zz,...,Zk}T is given by

T=y(P) (2)
and the inverse transformation for (1)
P=y (T). @)
The linear regression equation for normalized data according to (1) will have the form [3]
2y =2y +z% )b, 3

where ZY is prediction linear regression equation result for values of zy ={Zl,22,...,Zk}; Zy is the

matrix of centered regressors that contains the values Zli -7, Zzi -7y, ..., Zki ~Z,; b is estimator for

vector of linear regression equation parameters, b = {by,bs,..., b, }T .
The non-linear regression equation will have the form

V=villzy +(z5)6] @

where vy is the first component of vector y = {\uy WLV, Yk }T .

The technique to build a confidence interval of non-linear regression is based on transformations (1) and (2),
equation (3) and a confidence interval of linear regression for normalized data

A 1 T T -1 V2
Byt 52, W+(z;)[(z;) z;} o ©

where tOL/2 v is a quantile of student's t-distribution with v degrees of freedom and o/2 significance level;

2
T N - T
(ZJ)}) is one of the rows of Z¥ ; S%Y Z%Z(Zyi —ZYi) , v=N-k-1; (Z}) Zy isthe kxk matrix
i=1
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N
where Sz 7. :Z[Zqi —ZqIZri —Z_r], q.r=12,....k.
i=1

The confidence interval for non-linear regression will have the form

_ V2
i st bl s 2 ||

The technique to build a prediction interval is based on multivariate transformation (1), the inverse
transformation (2), linear regression equation for normalized data (3) and a prediction interval for normalized data

4 qv2
A A SIESAN Y 7
ZY ita/z,VSZY 1+W+ Zy ZX ZX Zy . ( )
The prediction interval for non-linear regression will have the form
Y2
4l 2 1 T T
will 2, tty/2052y {1+W+(z§() [(z;) z;} (z;)} : (8)

The equations (4), formulas (6) and (8) are used for constructing the equations, confidence and prediction
intervals of non-linear regressions for multivariate non-Gaussian data.

The Johnson normalizing translation. For normalizing the multivariate non-Gaussian data, we use the
Johnson translation system. In our case the Johnson normalizing translation is given by

T:y+nh[x—1(P—<p)] ~Np (0, Z), 9)

where v, n, ¢ and A are parameters of the Johnson normalizing translation; yz(yY,yl,yZ,...,yk)T;
n=diag(ny .Mz, M) h=diag(hy Ay, Az, ) 0 =9y, 01,92, 0" ;
h[(yy . Vi.-o Vi)l = {hy (v b (ya)- - i (v )}T : () is one of the translation functions

In(y), for S, (lognormal)family;
In[y/@-y)], forSg (bounded)family;
“] Arsh(y)  forSy (unbounded)family;
y for Sy (normal) family;

(10)

Here y = (X —(p)/k; Arsh(y)z In(yﬂl y2 +1). In our case X equals Y, X1, X5 or X3 respectively.

The equation, confidence and prediction intervals of non-linear regression to estimate the software size
of VB-based information systems. The equation, confidence and prediction intervals of non-linear regression to
estimate the software size of VB-based information systems are constructed on the basis of the Johnson multivariate
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normalizing transformation for the four-dimensional non-Gaussian data set: actual software size in the thousand
lines of code (KLOC) Y, the total number of classes X7, the total number of relationships X, and the average
number of attributes per class X3, in conceptual data model from 32 information systems developed using the VB

programming language with SQL. Table | contains the data from [1] on four metrics of software for 32 VB-based
systems in the industry.

Table 1
The data and prediction result by regression equations for 32 VB-based systems
Linear regression Non-linear regression
univariate multivariate
No Y X1 X2 X3 vy RME transformation transformation
Y RME Y RME

1 37.54 27 8 8| 37.033| 0.0135| 22907 | 0.3898 | 31.405 | 0.1634
2 14.723 8 6| 25375 | 14.083 | 0.0435| 14.891 | 0.0114 | 14.810 | 0.0059
3 24.667 12 10| 16.917 | 21452 | 0.1304 | 20.952 | 0.1506 | 22.070 | 0.1053
4 42.1 19 25| 16.526 | 47.831 | 0.1361 | 47.723 | 0.1336 | 44.179 | 0.0494
5 87.23 35 38 8.343 | 81.900 | 0.0611 | 87.925| 0.0080 | 86.198 | 0.0118
6 31.445 14 21 6.214 | 33.256 | 0.0576 | 33.644 | 0.0699 | 31.760 | 0.0100
7 67.04 35 27 | 16.829 | 72.155| 0.0763 | 73.476 | 0.0960 | 75.467 | 0.1257
8 30.79 17 20 6.176 | 36.239 | 0.1770 | 35.208 | 0.1435| 34.930 | 0.1345
9 22.402 13 14 5.769 | 23.864 | 0.0652 | 24.419 | 0.0900 | 25.200 | 0.1249
10 69.713 28 31 9.571 | 64.787 | 0.0707 | 67.247 | 0.0354 | 64.601 | 0.0733
11 16.17 6 9| 27333 | 15321 | 0.0525 | 15.682 | 0.0302 | 16.168 | 0.0001
12 90.854 37 39 21.27 | 89.791 | 0.0117 | 90.836 | 0.0002 | 90.824 | 0.0003
13 64.35 27 33 5481 | 64.393 | 0.0007 | 67.280 | 0.0455 | 63.865 | 0.0075
14 27.076 13 16 8| 26.808 | 0.0099 | 27.530 | 0.0167 | 27.254 | 0.0066
15 20.933 10 10 65| 15467 | 0.2611 | 19.159 | 0.0847 | 19.812 | 0.0535
16 40.341 22 20 5.818 | 42.996 | 0.0658 | 39.299 | 0.0258 | 41.355 | 0.0251
17 37.54 27 8 8| 37.033| 0.0135| 22907 | 0.3898 | 31.405 | 0.1634
18 14.723 8 6| 25375 | 14.083 | 0.0435| 14.891 | 0.0114 | 14.810 | 0.0059
19 24.667 12 10| 16.917 | 21452 | 0.1304 | 20.952 | 0.1506 | 22.070 | 0.1053
20 42.1 19 25| 16.526 | 47.831 | 0.1361 | 47.723 | 0.1336 | 44.179 | 0.0494
21 87.23 35 38 8.343 | 81.900 | 0.0611 | 87.925| 0.0080 | 86.198 | 0.0118
22 31.445 14 21 6.214 | 33.256 | 0.0576 | 33.644 | 0.0699 | 31.760 | 0.0100
23 67.04 35 27 | 16.829 | 72.155| 0.0763 | 73.476 | 0.0960 | 75.467 | 0.1257
24 30.79 17 20 6.176 | 36.239 | 0.1770 | 35.208 | 0.1435| 34.930 | 0.1345
25 22.402 13 14 5.769 | 23.864 | 0.0652 | 24.419 | 0.0900 | 25.200 | 0.1249
26 69.713 28 31 9.571 | 64.787 | 0.0707 | 67.247 | 0.0354 | 64.601 | 0.0733
27 16.17 6 9| 27333 | 15321 | 0.0525| 15.682 | 0.0302 | 16.168 | 0.0001
28 90.854 37 39 21.27 | 89.791 | 0.0117 | 90.836 | 0.0002 | 90.824 | 0.0003
29 64.35 27 33 5481 | 64.393 | 0.0007 | 67.280 | 0.0455 | 63.865 | 0.0075
30 27.076 13 16 8| 26.808 | 0.0099 | 27.530 | 0.0167 | 27.254 | 0.0066
31 20.933 10 10 6.5| 15467 | 0.2611 | 19.159 | 0.0847 | 19.812 | 0.0535
32 40.341 22 20 5.818 | 42.996 | 0.0658 | 39.299 | 0.0258 | 41.355 | 0.0251

For detecting the outliers in the data from Table 1 we use the technique based on multivariate normalizing
transformations and the squared Mahalanobis distance [9]. There are no outliers in the data from Table | for 0.005

significance level and the Johnson multivariate transformation (9) for Sg family.

Parameters of the multivariate transformation (9) for Sg family were estimated by the maximum likelihood
method. Estimators for parameters of the transformation (9) are: yy =0.3176, y; =0.112778, y, =0.11510,
v3=0.498667, mny =0.46211, n;=0.581163, 1,=0.386574, n3=0.37802, @y =13.9525,
§y=4.9519, $=5.90, (3=5381, Ay =77.7976, A;=33.3568, %, =33.20 and ’i3=22.052. The

sample covariance matrix Sy, of the T is used as the approximate moment-matching estimator of X
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1.0000 0.9389 0.9354 -0.2069

| 09389 1.0000 0.7858 -0.2495
N1 09354 07858 1.0000 -0.2036 |

-0.2069 -0.2495 -0.2036 1.0000

After normalizing the non-Gaussian data by the multivariate transformation (9) for Sg family the linear
regression equation (3) is built for normalized data

ZY =60+6121+6222 +6323. (11)

Parameters of the linear regressmn equation (11) were estimated by the least square method. Estimators for

parameters of the equation (11) are: bo ~1.07-107%, bl 0.52447, b2 =0.54906, b3 0.03614.
After that the non-linear regression equation (4) is built

R R ~ V. 71
Y =dy +XY[1+e_(ZY_YY)/”Y} . (12)

where ZY is prediction result by the equation (11), Z =Yj+mnj In[( 'y )/((pj +lj -X j )J
(pj <Xj <(pj +7uj, j—1,2,3.
The prediction results by equation (12) for values of components of vector X = {Xl, X, X3} from Table 1

and values of magnitude of relative error MRE are shown in the Table | for two cases: the Johnson univariate and
multivariate normalizing transformations. Table 1 also contains the prediction results by linear regression equation
for values of components of vector X from Table 1 and MRE values.

For univariate normalizing transformations (10) of Sg family the estimators for parameters are such:

vy =0.25082, y;=0.067046, 7y, =0.11745, y5;=0.505658, mny =0.354337, m;=0.403719,
Ny =0.393218, n3=0.38007, ¢y =14.623, ¢;=5.90, ©¢,=590, @¢3=5.381, XY =76.331,
711 =31.20, 712 =33.20 and 713 =22.052. In the case of univariate normalizing transformations the estimators

for parameters of the equation (11) are such: 60 ~1.4.107° , 61 =0.38440, 62 =0.66171 and 63 =0.046502.
Also the non-linear regression equation (4) is built by the decimal logarithm transformation

Y =10% X1 x D2 x 2 (13)

where the estimators for parameters of the equation (13) are: 60=0.09412, 61=0.715453,
by =0.374691 and by =0.110754.

The values of multiple coefficient of determination R2, mean magnitude of relative error MMRE and
percentage of prediction PRED(0.25) equal respectively 0.9789, 0.0771 and 0.9375 for linear regression equation,
equal respectively 0.9698, 0.0736 and 1 for the equation (13), and equal respectively 0.9626, 0.0832 and 0.9375 for

the equation (12) for the Johnson univariate transformation. The values of R2, MMRE and PRED(0.25) are better
for the equation (12) for the Johnson multivariate transformation, in comparison with linear regression equation,
equation (13) and equation (12) with parameters for the Johnson univariate transformation, and are 0.9813, 0.0561
and 1. Only the values of PRED(0.25) are the same for both the equation (12) for the Johnson multivariate
transformation and equation (13).

The confidence and prediction intervals of non-linear regression are defined by (6) and (8) respectively for
the data from Table 1. The widths of the confidence interval of non-linear regression on the basis of the Johnson
multivariate transformation are less than for linear regression for the twenty-two rows of data: 1-3, 5-7, 9, 11, 12,
14, 15, 17-19, 21-23, 25, 27, 28, 30 and 31. Also the widths of the confidence interval of non-linear regression on
the basis of the Johnson multivariate transformation are less for more data rows than for non-linear regressions
following the univariate transformations, both decimal logarithm and the Johnson. The widths of the confidence
interval of non-linear regression on the basis of the Johnson multivariate transformation are less than following the
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decimal logarithm univariate transformation for the twenty-two rows of data: 1-5, 7, 10-13, 15, 17-21, 23, 26-29 and
31. And ones are less than following the Johnson univariate transformation for the twenty-five rows of data: 3-11,
13-16, 19-27, 29-32. Approximately the same results are obtained for the prediction intervals of regressions.
Following [10] multivariate kurtosis 3, is estimated for the data on metrics of software from Table 1 and the
normalized data on the basis of the decimal logarithm transformation, the Johnson univariate and multivariate
transformations for Sg family. It is known that o = m(m+2) holds under multivariate normality. The given

equality is a necessary condition for multivariate normality. In our case B, =24. The estimators of multivariate

kurtosis equal 21.27, 22.03, 33.88 and 22.92 for the data from Table 1, the normalized data on the basis of the
decimal logarithm transformation, the Johnson univariate and multivariate transformations respectively. The values
of these estimators indicate that the necessary condition for multivariate normality is practically performed for the
normalized data on the basis of the decimal logarithm transformation and the Johnson multivariate transformation, it
does not hold for other data. Note that in our case, the poor normalization of multivariate non-Gaussian data using
the Johnson univariate transformation leads to an increase in the widths of the confidence and prediction intervals of
non-linear regression for a larger number of data rows compared to both the Johnson multivariate transformation
and the decimal logarithm transformation.
Conclusions

The non-linear regression equation to estimate the software size of VB-based information systems is

improved on the basis of the Johnson multivariate transformation for Sg family. This equation, in comparison with

other regression equations (both linear and nonlinear), has a larger multiple coefficient of determination and a
smaller value of MMRE.

When building the equations, confidence and prediction intervals of non-linear regressions for multivariate
non-Gaussian data to estimate the software size of VB-based systems, one should use multivariate normalizing
transformations.

Usually poor normalization of multivariate non-Gaussian data or application of univariate transformations
instead of multivariate ones to normalize such data may lead to increase of width of the confidence and prediction
intervals of regressions, both linear and non-linear, to estimate the software size of VB-based systems.

In the future, we intend to try other multivariate normalizing transformations and non-Gaussian data sets.
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