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ON A REDUCTION OF A LINEAR HOMOGENEOUS
DIFFERENTIAL SYSTEM WITH OSCILLATING COEFFICIENTS
TO A SYSTEM WITH SLOWLY-VARYING COEFFICIENTS

ITTorosner C. A. IIpo 3BeaeHHs JiHiliHOT OgHOPiAHOT nudepeHiaJIbHOI cucTe-
MU 3 KOJIMBHUMH KoedillieHTaMu 40 CUCTEeMH 3 IMOBLJILHO 3MiHHUMHU KoedillieHTa-
mu. Jls iHiHOT OMHOPIIHOT qudepeHiaabHOl cucTeMu, KoedimeHTn sikol 306parkyBaHi
y BUIVIAAI abCOIOTHO Ta piBHOMIpHO 30ikHUX psaaiB Pyp’e 3 moBiabHO 3MiHHUME Koedi-
IIEHTAMA Ta YaCTOTOIO, OTPHMMAHO YMOBH iCHYBaHHS JIHIHOTO IepeTBOPEHHS AHAJIOTIIHOI
CTPYKTYPH, 110 3BOAUTH II0 CUCTEMY JO CUCTEMH 3 IOBIJIbHO 3MiHHMME KoedillieHTamMu y He-
PE30HAHCHOMY BUITAJIKy HA ACUMIITOTUYHO BEJIMKOMY MTPOMIXKKY 3MiHU HE3AJIEXKHOI 3MIHHOI.
Kuarouosi cioBa: mudepenmianbauii, moBlIbHO 3MiHHUIH, paaun Pyp’e.

ITTéroaeB C. A. O cBegeHUM JIMHENHON OTHOPOAHON CHUCTEMBI C OCIHUJIINPY-
OIMUMI KO3 PUIMeHTaMu K CUCTEME C MEAJIEHHO MEHSIIOINMUCS KO3 puimeH-
TaMu. Jljis muHeRHON OaHOPOAHON auddepeHInaATLHON CUCTEMBI, KOA(D(PUITUEHTH KOTOPOH
[IPEJICTABUMbBI B BHJIe aDCOJIIOTHO U PABHOMEPHO CXOAAIUXCA panoB Pypbe ¢ MeIJIeHHO Me-
HSIOMUMUCS KO3(DMUIMEHTAMU U YACTOTOM, MOJIyYeHbI YCJIOBUS CYIIECTBOBAHUS JIMHEHHOTO
peobpa30BaHusl AHAJIOTUYHON CTPYKTYPbI, IIPUBOSIIENO ITY CUCTEMY K CUCTEME C MeJIJIEH-
HO MEHSTIOIIUMUCS KO3 PUIMEHTAMI B HEPE30OHAHCHOM CJIyYae Ha aCUMIITOTUYIECKU GOTBIITOM
IIPOMEXKYTKE U3MEHEHHUsI HE3aBUCUMOU ITI€pEeMEHHOI.

KuaroueBrbie cioBa: auddepeHnnaabHbIi, MeIIeHHO MEHSIIOIUNCs, psaabsl Pypbe.

Shchogolev S. A. On a reduction of a linear homogeneous differential system
with oscillating coefficients to a system with slowly-varying coefficients. For the
linear homogeneous differential system, whose coefficients are represented as an absolutely
and uniformly convergent Fourier-series with slowly-varying coefficients and frequency, con-
ditions of existence of the linear transformation with coefficients of similar structure, this
system leads to a system with slowly-varying coefficients in a noresonance case in asymptot-
ical large interval of independent variable, are obtained.

Key words: differential, slowly-varying, Fourier series.

INTRODUCTION. One of the important problems of the theory of the differential
equations is a problem of the reduction of the differential system to a simpler form.
In case of linear systems this can be a problem of the reduction to a system with
constant coefficients (a reducibility), to a system with triangle (particularly, Jordan
or diagonal) matrix of coefficients etc. In case of linear homogeneous system with os-
cillating coefficients this can be a problem of reduction to a system whose coefficients
in some sence slowly-varying. In [1] the author considers the linear homogeneous
differential system, whose coefficients are represented as an absolutely and uniformly
convergent Fourier-series with slowly-varying coefficients and frequency in asymptot-
ical large, but finite interval of independent variable. The conditions of the existence
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of the transformation, reducing this system to the system with slowly-varying coef-
ficients are researched. The system which considered contains two small parameters
w1 and g, the first of which characterized the smallness of the oscillating terms in the
coefficients of the system, and the second is an indicator of the slow variability. In [1]
the existence of desired transformation has been proved by the condition pu"+! < &2,
where r € N. This condition is tough enough, although the study of a some specific
systems it holds. Roles of parameters p and e are substantially different, and these
parameters can be considered independently of each other. Therefore the purpose
of this paper is to provide such conditions for the existence of this transformation,
which would not require communication between these parameters. This required a
significant change in the method of proof used in comparison with the [1].

NOTATION. Let G(gg) = {t,e: 0<e<ey, —Le ! <t<Le !, 0< L < +oo}.
Definition 1. We say, that a function f(t,€) belong to class S(m,ep), m €
e NU {0}, if
) f G(EO) - 07
2) f(t,e) € C™(G(ep)) with respect t,
3) 4 (1, e)dt* = ¢ fi (t,€) (0 < k< m),

def < *
Hf”S(m,Eo) = Z Sup) ‘fk (t7€)| < +o0.

k=0 G(c0

Under the slowly-varying function we mean a function of class S(m,eg).
Definition 2. We say, that a function f(¢,¢,0(t,¢)) belong to class F(m,l,eq,0)
(m,l € NU{0}), if this function can be represented as

f(t,e,0(t,¢€)) Z fn(t, e)exp (inf(t, e))

n—=—oo

and:

1) fn(tvg) € S(mﬁo);
def S .
2) |l ptmicosy = Wfollstmeny + 2 [0l fallsm.eo) < 400, particular

n=—oo

o0

”fHF(m,O,EO,Q) = Z ||fn||S(m,so);

n=—oo

t
3) 0(t,5) = j‘(p(’ra E)dTa QD(t, 5) € R+a @(t,&) € S(maEO)a Gl?f) =0 > 0.
0 €0

We denote (A);y, the element ajy, of the matrix A = (ajk); p17-
We say, that (n x n)-matrix A(t,e,0) belong to class F(m,l, ¢,0), if all elements
of this matrix are the functions of the class F'(m,l, ¢, ). Then we define:

1A .00 = max ZII )ikl F(m.tz0,0)-

1<j<n
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Let f(t,e,0) € F(m,l,e,0). We denote V n € Z:

2m
1
L.[f] = o /f(t,et,&) exp(—inf)do,
7
0
particular
27
1
Tolf] = 5- /f(t,a,&)d@.
T
0
State some properties of norms | - |[sm.e; | - | F(m.te0,0)5 1|+ Nr(miee.0)- Lt €=

= const, p(t,€),q(t,e) € S(m,eq), u(t,e,0),v(t,e,8) € F(m,l,e0,0), (n X n)-matrices
A(t,e,0), B(t,e,0) belongs to class F(m,l,e9,6). Then ¢p, p &+ ¢, pq belongs to class
S(m,ep); cu, utv, uv belongs to class F(m,l, g, 0), matrices cA, A+ B, AB belongs
to class F(m,l,eq,60), and

D) [[kpllsm.eo) = K] - 1Pl s(m,c0)-

2) Ilp + allstm,co) < Pl sm.co) + 12l 5(m.c0)-

_ x|l dp

3) ”p”S(m,ao) = kgo ok qik S(O,so).

2) Ipallsemee) < 27 1Pl .c0r 9l50me0)

We prove this property. Obviously, that

P4l s0,20) < 11211500,20) 12l 5(0,20) -

Based on the properties 3) we obtain:

|| L d*(pq) S R d"*~Ip
P4lls(m,e0) :Z Tk 32720,1 — — <
Comlet At lsee) T S At {500,011 477 {1 5(0,20)
1 dip 1 dig
<2 (X |5a X 55 = 2" plls(m.co - alls(mco-
= el dty 5(0,c0) = el dti S(0.00) 0 o

5) [leull pm,,e0.0) = le| - 1l F(mt.e0.0)-
6) [|u+ vl F(m,1.c0,0) < 1l F(miteo,0) T 1V F(mtc0.0)-
7) [[uv]| pmt,e0.0) < 2™ 28+ D)l pomoteo,0) - 10l Fmotc0,0)-

We prove this property. Based on definition of norm || - || 7(y,1,c,,6) We obtain:
Jul fualsimen + | 5
U||F(m,l,e0,0) = [[UO][S(m,e0) Aanl .
’ ’ 0! F(m,0,e0,0)
According to Leibniz formula:
O (uv) l o’u 0w
= cy .
00! ; Logr o6

From the property 4) implies

1wV F(m,0,60,6) < 2™ 10| F(m,0,20,6) * 1V]] F(m,0,0,6) -
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From there we obtain:

O (uv)
1wVl Fm,t,e0,0) < NI T0[uv]]$(m,e0) + HW <
F(m,o,Eo,Q)
!
o’u 8l—u,U
< ITofut]5(me0y + 3 CF2™ H u | H .
h VZ:O 90 F(m,0,e0,0) 06! F(m,0,e0,0)

2™ ull Fimoteo.8) - [V Fmtco8) + 272 1l Fomotco.6) * 10 Fmitco.0) =
= 2m(2l + 1)||UHF(m,l,60,9) ’ ||'UHF(m,l,ao,0)'

8) ||CAH}'(m,l,SU,0) =|c|- HAH;‘(m,l,EO,O)'
9 1A+ BlEnieo.0) < ARG 1e0.0) T I1BlI7

10) 1AB 5 (m,c0.0) < 272 + DI AN 10,00 " 1B (mt.c0.0)-
This property follows directly from definition of norm |- |[%,,, ; ., o) and properties 7).

m,l,e0,0)"

MAIN RESULTS
1. Statement of the Problem. Consider the following differential system:

d
dit“" = (A(t,€) + eA(t,e) + pP(t, e, 0))z, (1)
where x = colon(z1, ..., z,), A(t, ) = diag(A(¢,€), ..., An(t,€)), Aj — A = dwg(t, €),
wjr € R, wj, € S(m,e0), At €) = (ajk(t,€)); x=17» @ik € S(m — 1,&0), P(t,e,0) =
= (pjk(tagae))j’k:ﬁ7 Pjk S F<m7la€079)a we (O’MO) C R+'

We study the problem of the existence of the transformation of the kind:

x=(E+ ®(te,0,p))z, (2)

where ® € F(m*,[,e*,0) (m* < m, e* < g9), reducing the system (1) to kind

% = (A(t,e, ) + 2 H(t,e) + ueB(t,e, 1))z, (3)
where A = diag()\l, vy )\n), H= (hjk)j,k:17w B= (bjk)j,k:ﬁ’ )\j, hjk, bjk S S(m*,e*).
Means coefficients of the system (3) are slowly-varying, while the coefficients of the
system (1) are oscillating.

2. Auxiliary results.

Lemma 1. Suppose that the system (1) satisfies the following condition:

YWweZ, jk=1n(j#k): Gj(r;f) lwjk(t,€) —veo(t,e)| >~ > 0. (4)
9

Then 3 p1 € (0,p0), 3 €1 € (0,e0) such that V pu € (0,p1), ¥V e € (0,e1) exists the
transformation of kind

v = (E+U(te0,u1)y, (5)
where ¥ = (ij(t,s,ﬂ,u))j’k:ﬁ, ij € F(m —1,1,e1,0), reducing the system (1) to
kind:

dy _

5 = (A(te) +ebi(t o) + pU(t e, p) + H(t ) + peV(te,0, 1)y, (6)
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where A1 = diag(ai1,...,ann), H = (hjk)j,k:ﬁa hjr € S(m—2,¢1), U = diag(u1, . .., un),
U; € S(m,€1>, V= (vjk)j,k:ﬁ? Vjk € F(m — 1,[,51,9).

Proof. We increase the first order of smallness with respect parameter € of the
off-diagonal elements in matrix of system (1). For this purpose in system (1) we make
the substitution:

r=(E —eQ(t,e))xt, (7

where QQ = (qjk)j,k:17w gi; = 0, gjx = ajix/(iwjr) (j # k). Obviously that ¢, €
€ S(m —1,e0) and 3 g1 < g¢ such that Ve € (0,£1) the transformation (7) is non-
degenerate. As a result of its application, we obtain:

dz!

—r = (A(te) +eha(te) + e2H(t,e) + pP(t,e,0) + peP(t,c,0))z", (8)

where A1, H are defined in formulation of the theorem matrices, P = Q(E—eQ)~tP.
Thus matrix P belong to class F(m — 1,1,¢1,90).
Consider now the following matrix equation:

o(1,0) 20 = A28 — WA(L€) + Plt,2,0) ~ Ult,. )+

+M(P(ta€70)\:[j - \IIU(t,57/1'))a (9)

where (n x n)-matrices U(t,e,p), ¥ = ¥(¢,e,0, u) must be defined. We show, that
equation (9) has a solution ¥(t,e,60,u) € F(m — 1,1,¢1,0), and matrix U(t,e, pu) will
be defined as diagonal with elements from class S(m,e1).

Together with equation (9) consider equation:

cp(t,e)% = A(t,e)Vy — WoA(t,e) + P(t,e,0) — Up(t, ). (10)

We show, that equation (10) for some choice of the matrix Uy(t,e) has a solution,
which belong to class F(m,1,e1,0). We set:

Uo(t, E) = diag(Fo[(P(t, g, 9))11]7 . ,Fo[(P(t7 g, 9))nn])7 (11)
o)y = 3 AL xplivee, o)), (12)
oy ’

(W= = 3 Tt s explid(e.e) G AR (13)

V=—00

For its choice the matrix Uy(t, ) belong to class S(m,e1) and the matrix Uy(t, €, 0)
belong to class F(m,l,e1,0) and 3 K € (0,400) such that

100l Emier,00 < KNPNr(mie1.0) (14)

1ol E(mier.0) < KIPIE@m.1e.0 (15)
(here we have that S(m,e1) C F(m,l,e1,0)).
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We seek the solution from class F'(m,l,e1,0) of equation (9) by the method of
successive approximations, defining the initial approximation ¥y (¢, e,0), and the sub-
sequent approximations defining as solutions from class F'(m, [, 1, 6), of the equations:

ov,
QO(t, 6) 8K9+1 = A(t7 E)\PS+1 - \IIS+1A(t7 6) + P(tv g, 0)+
+/J’(P(t7 & 9)\1’6 - \IlsUS(tv &, /J’)) - U3+1(t7 g, u)v §= 07 17 2a ) (16)
where matrices Uy, Us, ... must be defined also.

We set:

Us+1 = dlag(FO[(P + ,u‘(P\IIS - \IJSUS))llL ey FO[(P + ,UJ(P\IIS - \IJSUS))TLTLL (17)

ey = Y, PP RO o, oy
fovin ’
e D[P A p(PY, — W U)) ] . _
(Uey1)jn = Z () — ot o)) exp(ivf(t,e)) (j # k).  (19)

For its choice the matrices Us (s = 0,1,2,...) belongs to class S(m,e1) and the
matrices ¥y (s =0,1,2,...) belongs to class F(m,l,e1,0).
We define sets:

0 = { v e F(mal’51’6> : H\I] - \IJOH;‘(m,l,al,G) <d }’
Qo ={Ue€S(me1): lU=Uollpume,o<d}, d>0.
From estimations (14), (15) then follows, that V ¥ € Q;, V U € Qs:
195 mter 0y < KNP mser ) + (20)

10 Fm 1,600 < KNP (1,60, + d- (21)

We show, that for sufficiently small values p all approximations ¥ (s = 0,1,2,...)
belongs to 4, and all approximations Us (s = 0,1,2,...) belongs to Q3. Obviously
Uy € O, Ug € Q5. Suppose by induction, that ¥, € Q, Us € ()5, and show, that
for sufficiently small u Uyyq € Qy, Usrq1 € Qa. Really, from formulas (11), (12),
(13), (17), (18), (19), inequalities (14), (15), (20), (21) and property 10) for norm
I I (mi,eq,0) We have:

[st1 = Yol Fmter0) S HENPYs = UUs [ e,,0) <

< N’Qm(Ql + 1)K (”P”;’(m,l,slﬂ)H\IIS”*F(m,l,el,Q) + H\IISH*F(m,l,sl,G)” USH}(m,,l,sl,G)) <

< /~L2m(2l + 1)K (HP”}(m,l,sl,G)(K”P”;‘(m,l,slﬂ) + d) + (K”P”*F(m,l,slﬁ) + d)2> )

and similarly
||US+1 - UO”;‘(m,l,el,B) <

<122+ VK (IPFgmser 0y KNP i nera) + &) + KIP Ui e, 0+ 4)2)
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Require that p was so small that the inequality:
12" @+ DK (1P 0,00 BN Pl ey 0 + @) +

KNPl )+ A)*) < do < (22)

Then Uy € Qy, Usy1 € Qs and thus ¥, € 1, U € Qs (s =0,1,2,...).
We prove now convergence of process (17) — (19). From (16) we have:

O(Usyy — Uy)
00
+u(P(t,e,0) (Vs — Vg q) = (VUs — Vs 1Us 1)) — (Usy1 — Us).
Then from (14), (15), (17), (18), (19) we obtain:

o(t,e) =At,e) (Vo1 — Us) — (Tspq — U )AL, e)+

[Wst1 = Vsl Fmier0) < HEINP(Vs — Wo1) — (VsUs — Vs 1Us—1) 7 (mter.0) <
<uK2" (2 +1) (1P ser 1 = Womlmte.0)F

HI%s = Uil mier 1ol mten0) + 1¥sllimier ) 10s = Us—ligmien)) <

< k22 1) (PP gmten0) + KIPTrmtn0) + DI¥s = Comt e, 0+

HE NP mer 0 + DITs = Usalpmiera) ) -

A similar estimate holds for [|Usi1 — Usl[(..c, 9)- Thus we obtain:
1V st1=Ys 7 (mter.0) I Ust1=Us T pm e0,0) < 2u2’”(2l+1)((K+1)HP||}(m7l}61’0)+d)x

$ (1% = otllimiensy + 1Us = Usetlligmiera) ) -

Require that p was so small that the inequality:
262" (2 + D((K + DIIPFmer.0) + d) < 1. (23)

Then desired convergence is guaranteed.

Thus when the inequalities (22), (23), the equation (9) has a solution ¥ (¢, ¢,0, 1) €
€ F(m,l,e1,0), and diagonal matrix U(t,e, ) S(m,e1). We make now in the system
(8) the substitution:

at = (E+p¥(te0,n))y. (24)

As a result we obtain the system of kind (6) in which the matrix V(¢,e,60, ) are
defined from the equation:

~ 109

(E—f—u\Il)V:A1\I/—\I/A1+P((E+M\I/)+6(H\Il—\IIH)—ga. (25)
Obviously, that for sufficiently small p equation (25) has a unique solution V' (¢, ¢, 0, p),
and this solution belong to class F(m — 1,1,¢1,0).
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Lemma 1 are proved.
Lemma 2. Let we have the scalar linear non-homogeneous first-order differential
equation:

dx
dt
where w(t,e) € S(m,e1), w(t,e) € RT, u(t,e) € S(m,e1), a(t,e) € S(m — 1,&1),
v(t,e,0) € F(m —1,1,e1,0) and the following conditions:
1) Gi(nf) lw(t, e) —ve(te)| >y >0Vv e Z;

= (iw(t,e) + ea(t,e) + pu(t,e))x + cv(t, g, 0), (26)

2) alternative holds: or Re u(t,e) =0, or Cnglf) IRe u(t,e)| =~ > 0.
€1

Then 3 eg € (0,e1), pa € (0, 1) such that V u € (0, u2), € € (0,e2) the equation
(26) has a particular solution x(t,e,0, ) € F(m—1,1,e9,0), and 3K, € (0, +00) such
that:

H’Jl(t, g, 93 :U') ||F(m—1,l752,9) < K2||$(t, g, 9’ ,u)”F(m—l,l,ez,@)-

Proof of this lemma is completely similar to proof of Lemma 2 from paper [2].
Lemma 3. Let the function

f(t, e, 0(t,e) Z fn(t,€) exp(inb(t, €)) (27)

V=—00
(v#0)

belong to class F(m — 1,1,e1,60). Then the function

ot 0t e)) = / f(r,e,0(r,€))dr
0

belong to class F(m — 1,1,e1,60) also, and 3 K3 € (0, +00) such that:

|2l Fm—1,1,e1,0) < K|l fll Fem—1,1,61,0)-

Proof. We define operators:

d t
D% =wu, Diu=— (u( .€) ) , DFu = D} (DF1u).

dt \inp(t,e)
Consider
t
e/fmemd /fnmem))m‘%”)d
0 Yoz

(by the uniform convergence of the series (27) term by term integration lawfully). By
the (m — 1)-fold integration by parts we obtain:

t
: [ £alr2, 0 r = an(,2)e 00 — 0, (0,),
0
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e DE(falt,e)

t
anlt.e) = 3 (el (et [ pnot(y et
0

Applicable to the function a,(t,&) operator D2 (%). We obtain:

m—s—3

D; (%) == X UMD

k=0
t
+(=1)™ 5 2inp(t, s)e_me(t’s)e / D™ fo(T, 5))6“”9(776)0%.
0

Obviously, that DE(f,,(t,€)) = ¥ f*.(t,€), and

oo

Z [n| sup |fr.(t,e)] <4+ oo (k=1,m—1).
G(er)

n=—oo

t

= [ Dp i ar N | < 1 sup [ (6]
0 G(El)

From theese estimations follows, that Vs = 0,m — 2: d**la,(t,e)/dt*T! = e5Tla? (t,¢),

and
o0

Z |n| sup |ay (¢, )| <+ oc.

ne—oo (e1)

Lemma 3 are proved.
3. Principal Results.
Theorem. Suppose the system (1) such, that:
WWeZ jk=1,n(j#k): Gi(nf) lwik(t,e) —vp(t,e)| > v > 0; (28)
=00}

2) the elements u;(t,e, ) (j = 1,n) of the diagonlal matriz U(t,e, ), whish defined
i Lemma 1, have the alternative:
or Re(u;(t,e,p) —uk(t,e,pn)) =0 (j,k=1,n, j#k);
or Gi{lf) |Re(u;(t, e, ) —ur(t, e, )| > v > 0, where €1 are defined in Lemma 1.
€1

Then 33 € (0,¢0), ps € (0,u0) such that ¥ e € (0,e3), ¥V u € (0, us3) exists the
transformation of kind (2), where ®(t,e,0,u) € F(m — 1,1,e3,0), which reducing the
system (1) to form (3), where H € S(m — 2,¢e3), B € S(m —1,¢3).

Proof. Based on the Lemma 1, we reduce the system (1) by the transformation
(5) to kind (6). We construct now the transformation

Y= (E + MX(t,€,9,/.L))Z, (29)

reducing the system (6) to form (3). We obtain the follows differential equation with
respect matrix X:
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% = A(t,e, 1)) X — XA(t,e, p) +eV(t,e,0, 1) —eB(t, e, p)+
+E2(H(t7 €)X - XH(tﬂ 6)) + /JE(V(t, g, 07 IU’)X - XB(tv g, :u’))? (30)

where A = A(t,e)4+eMy (t,e)+ul(t, e, ) = diag(A,. .., An), Xj = \j(t,e)+eaj;(t,e)+
+pu;(t,e,p) € S(m—1,e1) (j = 1,n). The matrix B(t, e, 1) must be defined.
With the equation (30) we consider the truncated equation:
dXo ~ ~
el At e, 1) Xo — XoA(t,e, 1) + eV (t,e,0,n) —eBo(t, e, ), (31)
where the matrix By(t,e, 1) must be defined. In the component-wise form the equa-
tion (31) has the kind:

d((Xo); ~ ~ ,
W = ()‘J (tv g, M) _Ak(tv g, M))(Xo)jk +5(V(t7 g, Ha M) _BO(tv g, /u’))jkvjv k= ]-7 n.
(32)
Consider the case j = k. We have:
d((Xo) ;4 .
M) — V(1,605 — (Bolt, e, ))sss 5 =T (53)

Assume (By);; = T'o[(V);;] (j = 1,n). Then based on Lemma 3 the equation (33) has
a particular solution (Xy),;; from class F(m — 1,1,¢1,6), and 3 K4 € (0,400) such
that:

1(X0) il Fem—1,1,e1,0) < Kall(V)jjll Fm—1,1,e1,0)-
Let now j # k. Then we have:

d((Xo)jx)

g = (it e) +elag;(te) —arn(t,€)) + ulu;(t e, p) — un(t e, 1)) (Xo)jnt

+e(V(t,e,0, )ik — e(B(t &, 1)k, Jk =T,n; j # k. (34)
Assume (By)jr = 0 (j # k). Then based on Lemma 2 by condidtion 2) of the

theorem we obtain, that equation (34) has a particular solution (Xy),; from class
F(m —1,l,e3,0) (g1 < e1), and K5 € (0, +00) such that:

1(Xo0)jkll Fem—1,1,5.0) < K5|(V)jkll Fm—1,1,¢1,0)-

It follows that if By = diag(To[(V)11],-.-,To[(V)nn]), then matrix equation (31)
has a particular solution Xo(t,¢,0,u) from class F(m — 1,1,4,0) (g4 < £1), and
3K € (0, +00) such that:

||X0H;7'(m—l,l,s4,9) < K6||V||;(m—1,l,51,0)'

Now pursuing arguments similar to the proof of the Lemma 1, it is easy to show
that 3 e5 € (0,e4), us € (0, 1) such that Ve € (0,e5), p € (0, us) the equation (30)
has a particular solution X (¢, ¢,0, 1) from class F(m — 1,1, ¢5,0).

The theorem are proved.

CoONCLUSION. Thus, for the system (1) the sufficient conditions of the existence of

the transformation, which reducing this system close to a system with slowly-varying
coefficients and the algorithm for constructing this transformation are obtained.
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