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The article discusses the task of classification, the need to fulfil conditions and
relations on the set. The relevance of the fragmentary structure of the task has
been emphasized. It is illustrated an example of a classification problem that is
considered in this paper and the task of covering stars with stars that occurs in
many economic applications. As elementary fragments all edges appear in the
graph. The conditions for joining an edge — this edge is the beam of an already
existing star or has no common vertices with already built-up stars of coverage.
The emphasis is on the lack of optimality of such a solution. The relevance of the
fragmentary structure of the task has been emphasized. The possibility of
constructing classes has been given, considering the entire list of objects classified
in a certain sequence. Based on the fragmentary structure, it has been proposed to
use an evolutionary algorithm. The work has analysed the examples of the
practical application of the evolutionary (genetic) algorithm for solving the
classification problems. The prospect of using a genetic algorithm for finding
optimal classifications has been estimated. The following is a step-by-step
sequence of operations of the genetic algorithm with examples: selection,
crossing, mutation, selection. Examples of key operators, namely crossover and
mutations, have been given. The detailed algorithm of the evolutionary model has
been clearly illustrated. The principle of the evolutionary-fragmentary algorithm
has been written in detail. Like a set of admissible solutions, a subset of maximal
fragments on a given fragmentary structure has been considered. The mechanism
of testing the quality of the genetic algorithm on a fragmentary structure, which is
reduced to the enumeration of many variants, has been determined.
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Kunrouogi cioBa:

KacuQikalisi, eBOIMIOUIHHAN aNrOPUTM,
TeHETHYHHMIT arOPUTM, CXPELlyBaHH,
MYTalIlisl, CeeKILisl.

PosrnsiayTa 3amava kinacudikamii, HEOOXIIHICTh BUKOHAHHS YMOB i BiIHOCHH Ha
MHOXHHI. YKa3aHi BIIaCTUBOCTI BifHOIIEHHS eKBiBaleHTHOCTi. HaBemeHwmit
MPUKIIA] 3a/1a4i Kinacudikaiii, skuii Oyne posrisuaTucs B podoTi, a came 3a1ada
MOKPHUTTS rpada 3ipkamu, ska BUHUKAE B 0araTbOX €KOHOMIYHHUX JOAaTKax. Sk
eJleMeHTapHi ()parMEeHTH BHCTYNAIOTh yci peOpa rpada. YMOBH NpuegHaHHS
pebpa —pedpo € MpoMeHEM iCHYI0UOT 3ipKu ab0 HE Ma€e CMUIbHUX BEPINHUH i3 YKe
noOyJOBaHUMHK 3ipKaMM MOKPUTTS. AKIICHTOBaHA yBara Ha HeIOCTaTHIN
ONTUMAJBHOCTI Takoro pimeHHs. [ligkpecieHa akTyanbHICTH (parMeHTapHOI
CTPYKTYpH 3a7adi. YKazaHa MOXIIHMBICTh MOOYZOBH KJIACiB, PO3IIAIAIOUU BECh
CHHCOK 00’eKTiB, MmO KIacH(DIKyIOTbCS B MeBHIA mochimoBHOCcTi. Ha 06asi
(hparMeHTapHOT CTPYKTYpH 3alpOIIOHOBAHO BHKOPUCTOBYBATH CBOJIIOIIHUI
anroputM. [IpoanamizoBaHi poOOTH, y SKHX PO3MILAAIOTECS —HPHUKIAIH
MPAKTUYHOTO 3aCTOCYBaHHS EBOJIOLIMHOrO (F€HETHYHOTO) aIrOpUTMy IS
po3B'si3yBaHHs 3agad  kiacuikamii. OuiHeHa MEepCreKTHBa BHKOPHCTAHHS
IeHEeTUYHOIO JITOPUTMY TMOIIYKY ONTHMaibHHMX Kiacudikaniif. VYkazana
MOETalHa TOCIIOBHICTh OMNepaliil TeHeTHYHOTO alTOpPUTMYy 3 INPHUKIAJAMU:
BifOip, cXpemlyBaHHs, MyTallis, cenekuis. HaBenmeHi mnpukiagm poboTh
KIIOYOBHX  OIepaTopiB, a came KpocoBepa Ta MyTamii. Haoumno
MPOUTIOCTPOBAHUIA JIETANbHUI AITOPUTM EBOMIOLINHHOT Mogemi. JleramsHO
ONMHUCaHO MPHUHIMI il eBOJOLIHHO-QparMeHTapHOTO aNropuTMy. SIK MHOXKHHA
JIOMYCTUMHUX PO3B'S3KiB PO3IIISAAETHCS MM JMHOKUHA MAaKCHMAIIBHUX (DparMeHTiB
Ha 3ajaHiil pparMeHTapHiil cTpykTypi. BusHaueHuii MexaHi3M MepeBipKH SKOCTI
IEHETHYHOI0 ATOPUTMY Ha (parMeHTapHii CTPYKTYpi, SIKMH 3BOJUTBHCS 0
nepebopy 6araTbOX BapiaHTIB.
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Statement of the problem

The task of classification arises in virtually all branches
of knowledge: analysing research results; designing and
forecasting; evaluating and making decisions. Despite the
seeming simplicity of the problem, the task of
classification can be very complex and controversial. In
such cases, metaheuristics of different types are used to
solve the problem [1].

Effective is the approach to the problem of classification
based on the theory of fragmentary structures [2]. Like
any other metaheuristic, the fragmentary approach is
inferior to the classical approximate algorithms and
cannot guarantee the proximity of the solution, which is
found with its help, to the optimal one. However, the
simplicity of implementation and the high convergence
rate make it possible to find good approximate solutions
of many complex optimization problems using this
method [3-5].

This study discusses the use of a combination of
fragmented and evolutionary algorithms for searching
optimal classifications.

Analysis of recent studies and publications

Currently, there are a large number of various
classification methods, the effectiveness of which
essentially depends on the specifics of the subject area in
which this task is formulated and the characteristics of
the initial information. In the works of A.Zenkina,
V.Vapnik, Yu.Zhuravlev, examples of the theoretical
application of genetic algorithms for  solving
classification problems have been considered [6-8].

The works of such scientists as S.Ayvazyan,
M.Aizerman, N.Zagoruiko, V.Mazurov, L.Rastrigin are
devoted to the practical application of genetic algorithms
[9-13]. D.Goldberg has proposed the use of a crossing
operator [14].

A number of approaches to the classification problem
have been considered [15].

The basic idea of finding a “good” classification is to
maintain an optimality criterion. In this case, the
classification problem is reduced to the problem of
finding the optimal solution on some set of feasible
solutions. And then all sorts of optimization methods
start to work.

Objectives of the article

The purpose of the article is to assess the prospects for
the use of a genetic algorithm for finding optimal
classifications.

The main material of the research

The classification problem on the set X is the task of
partitioning the set X into disjoint classes. The task of
finding such a family of subsets of the set X for which
the following conditions have been completed:

X, cX, X,z
NX, =X

The requirement of non-emptiness of classes is
immaterial. We will consider the same such
classifications.
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Recall that the equivalence relation on the set X is any
binary reflexive, symmetric, and transitive relation on
this set, that is, the relation “~”, which is determined by
the properties:

VxeXx=x
Vx,yeXxry=>y=Xx
Vx,y,ze Xxry,yrz=>x~z

Each classification generates a natural equivalence
relation on the set X. Namely: two elements are
equivalent only if they belong to the same class.

An example of a classification problem that will be
considered in this paper is the problem of covering a
graph with stars, which arises in many economic
applications [16].

For example, the given graph has edges weighted by non-
negative numbers. The task is to find the set of stars in
this graph, which contain all the vertices of the graph and
the total weight of the edges, which is minimal. This task
is actually a classification task. The class, in this case, is
all the top of the star. In each class a representative has
been selected — the centre of the star.

Stars are ordered in an arbitrary way. At the next step of
the algorithm, the first star in the sequence of stars is
selected, which does not have common vertices with the
fragments which have been already found.

The idea of a fragmentary algorithm is as follows: each
feasible solution to the problem is a fragment that is
represented as the union of indivisible components —
elementary fragments. On the set of fragments, the join
operation is introduced, which allows to obtain a new
fragment by adding one of the elementary fragments to
the existing one. A fragmentary algorithm is an algorithm
for finding the maximum fragment by inclusion.

In details:

- The set of solution fragments {f} and the external
operation €@ joining fragments is determined. Each
admissible solution to the problem consists of a finite
number of fragments from a given set of fragments
connected by an external operation.

- A series of relations of a linear order {} on a set
of fragments and an effective procedure for ordering
fragments, which allows to obtain the ordering of
fragments in different orders in accordance with the
selected rules, is specified.

- Conditions for the attachment of a fragment are
specified, which can be both deterministic and dynamic,
changing at each step. For an already selected subset of
fragments, an effective procedure is established to verify
the possibility of attaching a fragment that does not
belong to the selected subset.

Thus, a fragmentary algorithm allows us to construct a
feasible solution of the problem in a time linear in the
number of fragments.

We show that the problem of covering a graph with stars
has a fragmentary structure and, accordingly, any
feasible solution to the problem can be obtained by
applying a fragmentary algorithm.

The elementary fragments are all the edges of the graph.
An edge attachment condition — this edge is a ray of an
already existing star or has no common vertices with the
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already constructed covering the stars. It is easy to show
that by applying a fragmentary algorithm with a certain
choice of a sequence of edges, you can get any set of
stars in the graph, that is, any feasible solution to the
classification problem. However, such solutions are not
necessarily optimal. In order to find the optimal solution,
we describe a combination of evolutionary and
fragmentary algorithms.

Evolutionary (genetic) algorithms have been considered
in detail in numerous publications [15,16]. Genetic
algorithms are an optimization method based on the
evolution of an “individual” population.

In 1975, G. Holland's book “Adaptation in natural and
artificial systems” was published, in which the genetic
algorithm was proposed [16].

For a number of optimization problems, it was possible
to propose quite effective procedures for finding optimal
solutions based on the use of evolutionary algorithms. To
implement an evolutionary algorithm, it is necessary to
select a number of objects and procedures, the totality of
which will be called the evolutionary model [15]. The
main components of the evolutionary model are the
following:

- the basic solution set, the set of feasible solutions X, on
which the optimal solution of the problem is sought;

- the operator of constructing the initial population: a
procedure that allows you to select on the set of all
feasible solutions its subset YcX for subsequent
evolution;

- the selection criterion, an algorithm that allows you to
compare the quality of solutions within a given
population;
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- the crossover operator K XXX =X = \which
allows for two acceptable decisions-parents to build a
new solution, a descendant of a set of valid solutions;

- the mutation operator M : X = X"

- the selection operator, which allocates a set of pairs in
Y to perform the operation of the crossover;

- the evolution operator, allowing to build new
populations from a variety of parents and descendants;

- the stop rule, which defines the condition for stopping
the evolutionary algorithm.

We describe briefly the principle of the evolutionary
algorithm. At the initial step, the set of solutions YO is
constructed using the initial population operator. At each
next step, it is assumed to be given a certain set of
permissible solutions — the current population. The first

step is a lot Y= YO. For each element of the set Y, the
value of the selection criterion is calculated. Then, using
the selection operator in the current population Y, a set of
pairs for the crossover is selected. A crossover operator is
applied to each pair of the selected set of pairs, and then
a mutation operator is applied to the result of the
Crossover. Ip this way there are many elements —

descendants ¥ .

For the intermediate population Y'Y which is the
union of the current population and the set of
descendants, the evolution operator is used, which
highlights the new current population on this set. The
process of evolution is repeated until the condition for
stopping the evolutionary algorithm is fulfilled. The
block diagram of the evolutionary algorithm is shown in
Figure 1.

A 4

Current
population

Basic set

Operator of building
initial population

Selection operator

Crossover operator

selected parent

descendants
pairs

intermediate NO
population

Mutation operator
Evolution operator

decision 6
choice

stop condition

Fig. 1. Evolutionary model

The properties of fragmented structures allow us to
construct a special class of evolutionary algorithms on
fragmented structures — EVF-algorithms.

EVF — the algorithm is a combination of the evolutionary
and fragmentary algorithm. We describe the evolutionary
model and principle of operation of such algorithm.
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A subset of maximal fragments on a given fragmentary
structure is considered as a set of feasible solutions. Each
fragment of this set is defined as the result of the work of
the fragmentary algorithm with any given permutation of
elementary fragments. Thus, any permissible solution
corresponds to a certain permutation of the numbers 1,2,
... N, where N is the number of elementary fragments.
For each valid solution, the value of the objective
function is determined.

The base set X of the evolutionary model is the set
s N
S UTY 2 .
Sy =iy of all permutations of the numbers
1,2, ..., N. The initial population construction operator
selects a subset of the given power Q from the set X.

The rule for calculating the selection criterion is arranged
as follows: for a given permutation of fragments, using
the fragmentary algorithm, the maximum allowable
fragment is constructed. The value of the objective
function of the problem for this fragment is calculated.

We now describe the crossover operator. Let
U:(MI’MZ-""-’H-*\")and V:(vaza---»"’w)be Wo
arbitrary permutations. The permutation — the

descendant is constructed as follows: the sequences U
and V are viewed from the beginning. At the k-th step,
the smallest of the first sequence elements is selected and
added to the new permutation — a descendant. This
element is then removed from the two parents-sequences.
For example,

K ((2,3,4,7,8,1,6,5),(3,4,6,2,1,5,8,7)) = (2,3,4,6,1,5,7,8)

The mutation operator M performs a random
transposition (replacing two elements with places) in a
permutation.

The selection operator randomly selects a set of pairs
from a given number of pairs in the set of permutations
of the current population.

The evolution operator arranges the elements of the
intermediate population into a sequence in descending
order of the value of the selection criterion. The first Q
elements of the sequence are selected as the new current
population.

The usual rule of stopping is that the number of
generations has reached the limit of L. The best
permutation criterion permutation from the last
constructed population determines the approximate
solution of the problem.

The genetic algorithm on a fragmentary structure is
heuristic. In fact, it is limited to sorting through the many
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options. It is almost impossible to evaluate the quality of
such an algorithm in the absence of exact solution
algorithms. It is only reasonable to compare the operation
of this algorithm with other approximate algorithms on
large series of problems.

The following mechanism is proposed for checking the
quality of the fragmentary-genetic algorithm for a certain
class of problems.

It randomly builds a sequence of tasks of this class.

For each task of this sequence, a solution is sought in two
ways:

1. ordering of fragments occurs through the use of
genetic algorithms;

2. ordering of fragments is performed randomly.

The number of draws in the second case is equal to the
size of the population size generated by applying the
genetic algorithm in the first case.

The quality of a genetic algorithm is determined by the
ratio of the number of tasks for which the solution
obtained using the genetic algorithm is better than the
solution obtained by random search to the total number
of tasks in the series.

The proposed approach is universal and allows applying
the same evolutionary algorithm to any optimization
problems on finite fragmentary structures.

Conclusions

The evolutionary algorithm reflects the synthesis of
algorithms for classifications and optimization of the
functional characterizing the quality of classification.

The method is focused on processing multidimensional
arrays of information, the features of which are the high
dimensionality of the attribute space and the small
sample size of objects. The proposed classification
method makes it possible not to preliminarily reduce the
dimensionality of the attribute space, which, in turn,
makes it possible to exclude the loss of significant
information and to take into account internal relations in
the information arrays under consideration.

The results allow us to conclude that the approach to
finding the optimal solution to a number of discrete
optimization problems based on the use of a combination
of fragmentary and genetic algorithms is promising.

This approach is especially useful in decision support
systems, when the final question about the quality of a
decision is decided on the basis of the decision-maker’s
decision.
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