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UNIFORM MODELS AND METHODS
FOR GRAY-SCALE TRANSFORMATION OF DIGITAL IMAGES

For attaining a required level of digital image pre-processing efficacy it is proposed a series of unified models
and methods of gray-scale transformation of images which enables to perform tone transformation, sharpening and
normalization, but simultaneously and for optional brightness ranges of input and output images.
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Introduction

At present, the models and methods of gray-scale
transformation (gradation correction) are used for solv-
ing of a series of important problems of digital image
pre-processing. As a rule, the gray-scale transformation
methods are used for a tone correction of an image with
the aim to lighten it, or to darken [1 —4].

Most often, for solving this problem these are used
a polynomial, sinusoidal, exponential, or logarithmic
gray-scale transformation model of the following type

p(x) =x; (1)
s(x) =(255/2)-sin((n/255)-x —m/2)+255/2; (2)

8-1n(2)

255 * O
the parameters of which are chosen so that the values of
brightness x of the image being specified within the
range [0, ..., 255] are transformed onto the same bright-

ef(x)=e* L 1f (x) =k In(x +1); k =

ness value range [1, 2].

Meanwhile, when using such models it is often not
taken into consideration the necessity of simultaneous
conducting of tone correction [1, 2], image sharpening
[5, 6] and image brightness normalization [7]. Besides,
the existing gray-scale transformation models are not
oriented towards localization of image informative
brightness interval, thus stipulating for inefficiency of
tone transformation and image sharpening.

In that way, for providing the required level of
digital image pre-processing efficacy the topical ques-
tion arises that consists in solving of the problem of
development of a series of practically effectual uniform
models and methods of gray-scale transformation,
which allow us to perform, efficiently and simultane-
ously, tone correction, image sharpening and image
brightness normalization.

Main part

1. Gray-scale transformation models

For obtaining a smooth increase of sharpness, as
well as to provide tone correction and brightness x
normalization within the specified range (x €[a,..., b],

0<a<b<255), it is proposed to use the following
basic models of gray-scale transformation

p(x)=k-(x—a); k=255/(b-a); 4)

s a-m
X ———

s(x)=(255/2)-sin(bi 5 b_aj+255/2; 5

t(x) = p(x) +(p(x) —s(x)) , (6)
which transform the brightness values of image from an
optional range [a,..., b] into the standard output range

[0,...,255]. The shortage of the gray-scale transforma-
tion models (4) — (6) consists in worsening of visual
perception of image fragments with the values of
brightness being close to range bounds [a,..., b], since
these values will be transformed either to black, or to
white colour. In order to compensate for this shortage, it
is proposed to do the following.

At first, set up the sensitivity thresholds ¢ and d,
(0 <c<d<255), for the output brightness range. After
this, the brightness x is transformed from the initial
range [a,..., b] into the output range [c,...,d] with the

use of the following modified models
p(x)=k-(x—a)+c, k=(d-c)/(b-a); (7

s(x):d;C~sin( T ~x—£—a.nJ+d+C; (8)

b-a 2 b-a 2
t(x) = p(x) +(p(x) —s(x)) . )

Meanwhile, for applications it is proposed to use a
single uniform model — the sinusoidal gray-scale trans-
formation of the form

Fs(A,x) = A-s(x)+(1-2)-t(x)], 0<A <1, (10)
where |_J — is the rounding operator.

At the expense of selection of coefficient A the
model (10) may be pliably adjusted to the peculiarities of
the unique application problem. At A =1 the model
Fz(1,x) is presented by the basic sinusoidal model s(x)
in the form of (8); this model serves for increasing an

image pixel brightness the more the closer the brightness
to the middle of the range [a,...,b]. At A =0.5 the

model Fg(l,x) is presented by the basic polynomial
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model p(x) in the form of (7) which is used for propor-
tional linear transformation of image pixel brightness. At
A =0 the model Fz(l,x) is presented by the basic
model t(x) in the form of (9); this model serves for in-
creasing an image pixel brightness the more the closer the
brightness to the bounds of the range [a, ..., b].

For setting the series of functions of considered
model Fz(A,x) onto the optional brightness ranges
[a,...,b] and [c,...,d] they are scaled automatically as
it is shown in Fig. 1.
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Fig. 1. The series of functions of the model Fj(A,x)

obtained for A with a step AL =0.25,
where: a=100,b=440,c =30,d =225

The conducted experimental study of image histo-
gram shows [8] that the brightness of the most part of real
images varies in such a range [a,..., b] the width of

which b—a, as a rule, is less than the width of the range
[0,...,255] . On this condition the evaluation of the range

[a,..., b] bounds may be automated as follows:

(11)

a= rrilijn{fi,j fij» b= nila}x{fi,j}i,ja
where {f; ;}; ; —are the image pixel brightness values.

Due to adjustment of bounds [c,..., d] to the peculi-

arities of the processed image, making use of gray-scale
transformation functions (7) — (9) allows us to obtain
such an improved image where all the objects are seen
regardless of that to which range their brightness values
belong. At the same time one should remember that for
the computer program to obtain a maximal increase of
image bound contrast relative to the background, the val-
ues ¢ and d are advisable to set up as follows: ¢=0,
d =255 [8]. Meanwhile, in some applications, for exam-
ple — in medicine where an improvement of X-ray images
[1] is demanded, it is required to significantly increase the
brightness and contrast of definite objects presented on
the image in a specified range of values.

In this situation for the gray-scale transformation
these are currently used the exponential and logarithmic
models of form (2) and (3). For solving of such prob-
lems of gray-scale transformation instead of model (10)
it is proposed to use the following uniform exponen-
tially-logarithmic model of gray-scale transformation

LZIJ if A>1; .

Fee (x) = LZ2J else, 0<A<L2; (12)
Zl=(A-1)-ifX)+[1-(A-D]-p(x); (13)
Z2=%-p(x)+(1-2A)-ef(x), (14)

which is based on use of polynomial model (7) being
complemented by the following exponential and loga-
rithmic models

ef (x) = k3~[ek]‘k2'(x_a) —1J+c; (15)

If(x) =k3-kI"! - In[(x—a)-k2+1]+c, (16)
with coefficients

k1=8-In(2)/255, k2=255/(b—a), k3=(d—c)/255, (17)
which transform the input image brightness values from
the range [a,..., b] into the output range [c,...,d].

At X =0 the model Fgp(0,x) is presented by ex-
ponential model ef(x) in the form of (15); this model
serves for significant increase of brightness and contrast,
the more the brightness is closer to the end b of the
range [a,..,b]. At A =1 the model Fgp(1,x) is pre-
sented by the basic polynomial model ef(x) in the form
of (7) which is used for proportional linear transformation
of image pixel brightness. At A =2 the model
Frrc(2,x) is presented by the basic logarithmic model
In(x) in the form of (16); this model serves for significant
increase of brightness and contrast, the more the bright-
ness is closer to the end a of the range [a, ..., b].

For setting the series of functions of the considered
model Fgrc(A,x) onto the optional brightness ranges
[a,..., b] and [c,...,d], they are scaled automatically as
it is shown in Fig. 2.

£(0,2)

£0.25,%
05,0

E 75 .:)
Ex)
Tl}S,x)lx" =
15,9

; 75,%)
2.9

o 1275 255
x

Fig. 2. The series of functions of the model Fgp (A,x)

obtained for A with a step AL =0.25,
where: a =50,b=205,¢c=25,d =235

At an effectual noise filtering and image smooth-
ing, making use of the proposed models of gray-scale
transformation enables an efficient tone transforma-
tion, brightness distribution normalization and image
sharpening.

Consider now the structure of methods provided
for gray-scale transformation of images.
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2. Gray-scale transformation methods

So, assume that the gray-scale transformation
model F(x;a,b,c,d,A) of form (10) or (12) be chosen,
and its parameters are specified.

Method 1. On this assumption it is proposed the fol-
lowing basic method of gray-scale transformation of im-
age (hc-method), the main steps of which are as follows.

Step 1. Construction of gray-scale transformation
table function. By taking into account that the bright-
ness X is defined over an integer set of values, with the
aim to minimize the volume of computations during the
step of gray-scale transformation of the image, the table
function F(x;a,b,c,d,A) of brightness x for the gray-
scale transformation of image is constructed as follows:

1) define a matrix-string M,,, where n — is the
number of possible values of brightness x, n=x*+1,
and x * — is the maximal brightness of the scale;

2) in the matrix cells MJi] of the matrix M put
of brightness F(i)=F(i;a,b,c,d, 1),
i=0,1,..,x*, by following the rule

the values

c, ifi<a,
M[i]=<F(@), ifa<i<b, (18)
d, if i >b.

Step 2. Gray-scale transformation. During the per-
string scanning of the image transform the brightness
values x(&,m) of pixels d(&,m) by conforming to the

rule: x(&,n)=M[x(E,)].
Step 3. End.
If the bounds [a,b] were not specified a priory,

they should be estimated at the initial stage of gray-
scale transformation with respect to (11).

Method 2. In this situation the method is modified
as follows.

Step 1. Construction of histogram of relative fre-
quencies. Construct the histogram H of relative fre-
quencies h; at the range [0, ...,x*] of integer values of

image brightness values
H=thi}ig s by =k /N, (19)
where k; — is the number of image pixels with the
brightness i, and N —is the number of image pixels.
Formation of histogram H of relative frequencies is
advisable for reducing the time requirements when finding
the bounds of the range [a,..., b] as well as for the subse-

quent unification of gray-scale transformation method.

Step 2. Finding the bounds of brightness range.
Within the range [0, ..., x*] find the first a and the last
b brightness values with positive relative frequencies.

Step 3. Construction of gray-scale transformation
table function. This function is formed as in the basic
method.

Step 4. Gray-scale transformation. This operation
is performed as in the basic method.

Step 5. End.

When solving various application problems we
may see that a digital image brightness histogram is
often characterized by evidently manifested tails (Fig. 3)
which present those values of brightness the probabili-
ties of which are vanishingly small.

b
Fig. 3. Airphoto by http://geographyofrussia.com/

wp-content/uploads/2009/03/00.ipg (a)
and its histogram (b)

Therefore, when these values of brightness do not
specify the pixels of objects we are interested in, they
may be truncated by zeroing their relative frequencies.
So, if after that we find in the brightness histogram
the minimal a and the maximal b image brightness
with non-zero relative frequencies, the interval of in-
formative area of brightness would become much more
narrow. Moreover, this attributes to additional con-
trasting of the image.

Method 3. Realization of this approach for the
specified parameters (c,d,A) and insignificant relative

frequency truncation threshold T, it is proposed the
following modified method of gray-scale transformation
of image ( hcc -method).

Step 1. Construction of histogram of relative fre-
quencies — is performed as in the first step of the pre-
ceding gray-scale transformation method.

Step 2. Finding the brightness range bounds.
Within the range [0, ...,x*] find the first a and the last

b brightness with the relative frequency h; which ex-
ceeds the minimally allowable level T: h; >T.

Step 3. Construction of gray-scale transformation
table function. This function is formed as in the basic
method.
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Step 4. Gray-scale transformation. This function is
formed as in the basic method.

Step 5. End.

As far as in general case the brightness is estimated
by 256 values, and the linear dimensions of modern images
make several thousand pixels, the capital contribution to
the total computational laboriousness yield the steps asso-
ciated with the processing of the entire image. For this rea-
son the proposed methods of gray-scale transformation are
characterized, by an order of magnitude, by the same com-
putational requirements as their known analogues.

3. Integral index of image sharpening
by gray-scale transformation

Image sharpening may be estimated by an integral
coefficient ¢, which describes stretching of range

[a,..., b] onto the range [c,..., d]

cg=v/p, v=(d-c)/255, p=(b-a)/x*, (20)
with  respect to 0<a<b<x*,
0<c<d<255, viz. Geometrically, it presents the tan-

inequalities

gent tg(o) of angle a of the diagonal in the rectangle
with ranges, so that
¢, = tg(0) = v/u. @1)
If the initial interval [0, ..., x*] of brightness values
is defined by the range [0, ..., 255], then the relation (21)
yields

v d-c

==V =(d-c)/255, p=(b-a)/255.(22)
u a
If the coefficient c, is greater than 1, a narrow

range [a,..., b] is stretched into more wide interval
[c,...,d]. With the growth of coefficient c, the image

sharpness will only be increasing. On the contrary, if a
wide interval [a,..., b] is contracted onto more narrow

range [c,...,d], the coefficient ¢, will be less than 1.
With decreasing of the coefficient ¢  the image sharp-

ness will only be decreasing.
For this reason, when carrying out a gray-scale
transformation the coefficient ¢, may be used in a ca-

pacity of integral index of image sharpening. However,
one must remember that making use of nonlinear trans-
formation implies local nonlinear variation of sharpness
at different subareas of the range [a,..., b].

Meanwhile, an increase in coefficient c_ benefits

not only to sharpening of objects and small details of the
image; the amplitude of not-filtered noise is also in-
creases; without exception, this disadvantage pertains to
all gray-scale transformation methods. Therefore, for an
effectual processing of gray-scale transformation of
image, and for an adequate perception of the obtained
result one must take this effect into account.

Therefore, provided that an efficacious preliminary
noise filtering is undertaken, making use of the models

and methods of gray-scale transformation, which are
proposed in this article, allow us not only to perform a
tone transformation and image brightness normalization,
but also to constrict a range [a,b] significantly and thus

— to increase the image sharpness by ¢, times.

Conclusion

The uniform models of gray-scale transformation of
image brightness are proposed which enable to perform
tone transformation, sharpening and image brightness
normalization, and for the optional brightness ranges of
input [a,..., b] and output [c,...,d] images. At this, the
types of models and their parameters are chosen in such a
way that they enable maximally flexible adjustment to the
requirements of the most important applications.

The proposed models and methods are effectual in
allowing us to cut off non-informative brightness areas
on the image (including the noise) and, on this ground,
to constrict the informative image brightness range ade-
quately; besides, they provide sharpening of object and
line bounds.

Therefore, by taking into account the above given
estimates and characteristics we may conclude that the
proposed models and methods ensure an efficacious solv-
ing of the problem of gray-scale transformation of digital
image in respect of fulfilment of tone transformation,
image sharpening, and image brightness normalization.
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YHI®IKOBAHI MOOENI TA METOAU
FPAOALINHOI KOPEKUII LU®POBOIO 30BPAXXEHHA

K.C. Cmensxos, €.M. Ipo6

Jns 3a6e3neuenns epexmugnocmi nonepedtvboi 0bpobKu YuUPPoeoeo 300padicentst 8 CMammi NPONOHYEMbCS MaKe CIMEelcmeo
yHiiKoganux mooeneii i Memoois epaoayitinoi Kopexyii AcKpasocmi 300paicetv, sike 0036015€ 0OHOUACHO BUKOHYBAMU MOHO8Y
KOpexyiio, nioguujenns piskocmi i HOpMYBAHHSL, NPUYOMY 05l O0BIIbHUX 0iANA30HI8 ACKPABOCHIE 6XIOHO020 | BUXIOHO20 300padicetb.

Knrouogi cnosa: mooens, ynighixayis, memoo, egpekmugnicms, 2padayiting KOpexyis, 300pasicents.

YHUOULIMPOBAHHBIE MOAENN U METOAbI
rPAOALMOHHOU KOPPEKLIMU LIUDPOBOIO M3OBPAXXEHUA

K.C. Cmensixos, E.M. [Ipo6

Jlna obecneuenus s¢pghexmusnocmu npeosapumenvholi 06pabomKu yugposozo u300padicenus 6 cmanmve Npeonazaemcs
maxoe ceMeiicmao YHUGUYUPOBAHHbIX MoOeell U Memod08 padayUoOHHOU KOPPEKYUuY APKOCMU U300padICeHUs], KOMOpPoe NO360-
Jisen 0OHOBPEMEHHO BLINOAHAMb MOHOGYIO KOPPEKYUIo, NOGbluieHUe Pe3KOCHU U HOPMUPOBKY, npuyem Olsi NPOU3BOTbHbIX OUd-
NA30H08 SPKOCMU UCXOOHO20 U 8LIXOOHO20 U300PANCEHUIL.

Knrouesvie cnosa: mooens, ynuguxayus, memoo, 3¢ppexmusnocms, padayuonnas KOppeKyus, uzoopaicenue.
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