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DEVELOPING THE MOST EFFECTIVE SET OF RISK MANAGEMENT ACTIONS
FOR COMPLEX PRODUCTS DEVELOPMENT PROJECTS

Selecting the activities for responding to risks is one of the most important stages of project risk management,
especially in complex product systems (COPs) development projects. In this study, the index of the risk management
effectiveness (IRME) as a quantitative tool for evaluating the efficiency of project risk management is proposed. The
simulated annealing (SA) algorithm, which is a local search metaheuristic optimization method is suggested for
finding the optimal set of activities for managing the project risks. The goal of the optimization can be maximizing
the IRME or minimizing the project realization time or cost. Results of this study help the project manager in finding
the most effective set of risk management activities and applying the appropriate changes in project plan.
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Introduction

One of the most important areas of project man-
agement is managing project risks. This knowledge area
of project management has a great significance for
complex projects. Projects of developing complex prod-
uct systems (COPs) as a category of complex projects
are characterized by high level of risk and uncertainty;
therefore, they require special attention in this area.

The main steps of the project risk management process
are common in almost all guidelines and risk management
standards, and they include the following main steps: plan-
ning, identification, analysis, selecting responses and control
[1]. Many researchers agree that the fourth step in which by
considering the risks analysis results the suitable reactions
for managing or mitigating the risk effects are suggested is
one of the most important stages of project risk manage-
ment. This step is carried out mostly by qualitative methods,
which use mainly the experience of the project manager and
project team as well as gathering the viewpoints of experts
and project stakeholders. By performing this step, from dif-
ferent possible strategies an appropriate strategy for each risk
is chosen [2].

However, there are some researches that have sug-
gested quantitative based methods for selecting the most
suitable risk management strategies for supporting the
decision making process. These researches mainly focus
on optimizing cost and sometimes time or quality of
project implementation. In COPs development projects,
one of the most prominent features is the high degree of
uncertainty. Therefore, the minimization of uncertainty
changes during the implementation of risk management
methods is of interest. This work is dedicated to this
aspect of risk management process.

Literature review and the problem statement.
In [3] authors presented a model for evaluating different
risk reduction actions which is able to consider the im-
pacts of secondary risk events and overlapping effects
of risk reduction actions. Zhang and fan [4] employed
an iterative process for obtaining the most desirable risk
response strategies by making trade-offs between the
project budget, time and quality by considering the ob-
jective requirements and managers’ judgments. In [5]
authors proposed the modification of the objective func-
tion that was used in [4] and implemented the results in
a real project in the electrical industry.

A fuzzy multi-objective method for solving the
risk response strategy selection problem is proposed in
[6]. In this work, the optimization problem is able to
integrate the project cost, project schedule, project qual-
ity as the objective function. Fang and Marle in [7] de-
veloped a decision support system (DSS) framework for
project risk management, which employs a simulation-
based model and allows re-evaluating risks and their
priorities for suggesting and testing mitigation actions.

In [8] Measuring Attractiveness by a Categorical-
Based Evaluation Technique (MACBETH) is employed
to evaluate the dependencies between the risks for solv-
ing the problem of selecting risk response actions. The
authors of [9] used the data from project managers in IT
field and by employing a series of regressions followed
with  Seemingly Unrelated Regression Equations
(SURE) modeling investigated the effect of main risk
response strategies.

In [10] for generating project risk response strate-
gies a pragmatic method based on the case-based rea-
soning (CBR) is suggested and finally, Rodrigues et.al
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[11] developed a graphical vectorial approach comple-
mented by Mean-Variance calculations and Fuzzy ana-
Iytic hierarchy process (FAHP) for selecting the most
suitable option of the risk management in IT projects.

Investigating the related researches and approaches
in this subject area shows that, especially in the case of
COPs development projects, there is the requirement of
developing an optimization method that suggests the
most effective set of actions with minimum uncertainty
for managing project risks. As the result of the per-
formed analysis, it can be stated that this problem has
not been solved completely and accurately so far.

Therefore, the main problems of this work are:

1. Presenting a quantitative index for assessing the
effectiveness of a proposed set of activities for manag-
ing project risks;

2. Selection and application of an optimization
method that can find the optimum value of this index or
other important parameters of the project over the pos-
sible range of risk management options.

By solving these problems, the project manager
and project team will be able to define and implement
the corresponding corrective actions and modifications
in the project plan.

In the following sections, we will propose an index
for measuring the effectiveness of risk management by
employing the entropy concept and the authors’ previ-
ous works. In addition, using the simulated annealing
algorithm is suggested for solving the second stated
problem and then, the application of this method in our
subject area will be described.

Basic part

1. The index of the risk
management effectiveness

The authors have proposed a quantitative measure
of the project uncertainty by employing the entropy
concept [12]. Our proposed index shows the effects of
the risk factors and uncertainties in the project in a
guantitative manner. This index is obtained as a func-
tion of the project realization time by the simulation
program which is developed by the authors and is pre-
sented by the following equations:
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curs at the beginning of project (t=0).
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where Hy, = non-dimensional entropy of activity;

t; = average (mean) value for duration of activity and
I; = uncertainty propagation factor of the i™ activity.

This index (equation 4) can be calculated in relation
with time, cost or any other project parameter if its prob-
abilistic distribution can be achieved or modeled. More-
over, this index can be obtained for different cases, such as
in the presence of risk factors, without considering risk
effects and when risk management strategies are applied.

Therefore, after obtaining the project uncertainty
index as a function of project realization time, the index
of the risk management effectiveness (IRME) can be
defined by considering this index for different cases.

In order to explain this index more clearly, figure 1
is presented. In this figure, the uncertainty index curve
(equation 1) is shown in three cases. The first case
shows this index without considering the risk effects or
Uy (1), second curve is U, (t) which takes into ac-

count the effects of all possible risks and the third one
represents the uncertainty index when risk management
methods are applied in the project, represented by
Ui (t) . The main purpose of the risk management ac-

tivities is to get the third curve as close as possible to
first curve and the most desired situation for managing
project risks occurs when this curve coincides com-
pletely with the first curve.

We define the index of risk management effective-
ness (IRME) by the next equation:
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where U,,, = Project uncertainty index without consid-
ering the risk effects; U, = Project uncertainty index
with considering the effect of all project risks; Uy, =
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Project uncertainty index with considering the effect of
risk management reactions and t = the non-dimensional

Project uncertainty index
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Fig. 1. Project uncertainty index for different cases

This index can be calculated for the project as a
whole or at each stage of its realization and IRME=1
indicates that the selected risk management reactions
are able to eliminate the risk effects completely.

2. Risk management strategies

Risk management is defined as the determination
of procedures and methods for mitigating the negative
consequences of risk events and taking advantage of
possible benefits. The main strategies for managing
negative consequences of risks can be represented in
four main categories [2], which are avoidance, mitiga-
tion (reducing the probability or impact of the risk),
transfer and acceptance.

The two main parameters of each risk are the
probability of occurrence (p) and the impact of the risk

(). The effect of implementing any of the risk manage-
ment strategies can be presented quantitatively by using
these parameters. In fact, different risk management
methods are focused mainly on reducing the probability
or impact of the risks. The influence of each risk man-
agement strategy on the probability and impact of risks
is shown in tabl. 1. Moreover, the impact of implement-
ing different risk management methods on the time or
cost of the related activity or project as a whole is pre-
sented in this table.

The suggestion of a suitable strategy for managing
project risks depends on several factors. In this process,
the risk characteristics (probability and impact) are con-
sidered, as well as the required cost and time for the
implementation of each strategy.

Table 1
Characteristics of the main risk management strategies
Risk management Effect on risk characteristics Effect on cost and duration
strategies Probability (P) Impact (1) Activity duration (t) | Activity cost (C)
Avoidance P—0 Doesn’t change tT C?t
Mitigation Pl Il tT ct
Transfer Doesn’t change I Lorl—0 Doesn’t change c1
Acceptance Doesn’t change Doesn’t change Doesn’t change Doesn’t change

3. The optimization problem

Depending on the complexity and characteristics
of the project, a number of risks of different types can
exist, in other words, we have:

R={R,|i=1..n}; )

Ri =(pi.1i), 8

where n= the total number of identified project risks,
p; =probability of occurring i risk and I; =impact (or

consequence) of i™ risk.
Considering the characteristics of risks, it is possi-
ble to suggest different risk management reactions from

strategies of table 1 in order to confront with each risk.
Implementation of each reaction is defined by four main
parameters that include the amount of change in the
probability of risk occurrence (Ap), the amount of risk
impact decrementation ( Al), required time (t) and cost
(C) for implementation of the proposed reaction.
Therefore, for the set of reactions suggested for manag-
ing i risk we have:

M ={m|j=1..5 | 9)
m, =(Ap, Al ;. Cuti ) (10)

where m;= j™ reaction for managing i" risk.

174


http://www.hups.mil.gov.ua/periodic-app/journal/zhups/2017/5

Mooeniosanus 6 ekoHOMiYi ma YNpagiiHHA NPOeKMamu

In order to obtain all variants of managing project
risks, which are all possible combinations of reactions
for project risks, the Cartesian product of sets can be
employed. Therefore, we have:

M =1_[Mi =M, xM, x..xM,_
iel (11)
={(m,m,,.m)m eM, ie{l..n}};

I={1.,n}.

In fact, M is a set of all possible cases in which
each set member contains one of the suggested reactions
for each risk. Hence, the size of each member of M is n
(total number of project risks). In addition, the total
number of possible cases or risk management variants is
equal to the size of the M and is calculated by the next
equation:

(12)

s=[M=T]Im[=TTs. 139
i=1 i=1

It can be found that for the large number of project

risks (n) and/or large number of proposed reactions for

managing each risk (s;), the number of risk manage-

ment variants increases significantly. Moreover, there is
another factor, which affects the problem size. As the
result of the random nature of risks, simulation methods
are used often for modeling the project in the presence
of risks. As an example, for our subject area we have
developed a computer program [13], which uses a dis-
crete event based Monte Carlo method. For simulating
the project with risk effects, this program performs the
required number of simulation runs (iterations) to
achieve the determined accuracy.

In order to obtain the effects of implementing each
set of risk management reactions (each member of M)
on project parameters, this iterative simulation process
should be performed one time. Therefore, for the re-
quired time of modeling and analyzing all possible risk
management variants we have:

T=S*tgm tsim o Niger - (14)

Where T= total simulation time for all variants of
managing project risks, tg,, = simulation time for one

risk management variant and n,,, = required number of

iterations for each risk management variant.

Therefore, the number of iterations in Monte Carlo
simulation, as well as the number of risk management
variants, affects directly the time of problem solution. In
our subject area, which is COPs development projects
with high number of risks, simulating all risk manage-
ment variants requires significant time. Hence, employ-
ing an optimization method that decreases the problem
simulation time seems inevitable. The corresponding
optimization problem can be expressed as:

minlﬂmize F(M), (15)

where F= objective function and M= the set of all risk
management variants (equation 11).

The objective function in equation 15 is deter-
mined by the project manager or main stakeholders and
depends on the project goals and conditions of the pro-
ject realization. One of the most suitable parameters can
be index of risk management effectiveness (IRME) as
were defined by equation 5, in other words:

F(M;) =-IRME(M;) . (16)

Other variables that can be used as objective function
include project uncertainty index (U project in EQ. 1) the

project realization time ( Tpyoject ) OF €OSt (C project )-

Moreover, if it is desirable to optimize more than
one objective function simultaneously, multidisciplinary
optimization (MDO) techniques can be employed. In
this work, we assume that the objective function of the
optimization problem is single-variable one.

In order to select the most appropriate method for
solving this optimization problem, it is necessary to
identify its main features and characteristics. In our
case, the problem is a discrete one since M is a finite
and discrete set; it is nonlinear as the value of the objec-
tive function is calculated by employing the simulation
program for each member of the set M; it is constrained
because the time and cost of managing risk and reduc-
tion of the probability and impact of risks have limited
values; and finally it is an uncertain problem because
the objective function values are not calculated pre-
cisely and the accuracy depends mainly on the number
of performed iterations of the simulation program.
Considering these characteristics of the optimization
problem, among suitable methods of solving this
problem the simulated annealing (SA) method has been
chosen. The next section describes this method and its
implementation for our problem in detail.

4. Simulated annealing, basics and
implementation

Simulated annealing is one of the probabilistic
methods for solving optimization problems, which are
used for searching and finding the global optimum of
the objective function. This method belongs to the local
search and metaheuristic methods and is mainly used for
solving discrete optimization problems. It was intro-
duced and developed first time in [14]. The method’s
name is derived from the annealing process of metals in
metallurgy science in which the controlled cooling of
the metal occurs in such a way that at the end of the
process, the molecules are located in the most regular
mode of its crystalline network (this state has minimum
energy). The SA method relates this thermodynamic
process to the problem of searching for the global
minimum in a discrete optimization problem.

By imitating this process, a set of points is found
and for these points the minimum value of the objective
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function F(m) is where
m=(m,,m,,...m, )eM and M is the solution domain

or the set of all possible cases (in our problem it is all
possible variants of managing project risks and is de-

fined by equation 11) and n is the size of m (in our
problem it is the total number of project risks).The op-
timum solution is searched by successive computations

for points m,,m,,... of domain M; starting from m, ,

every next point "pretends" to better than former points
get close to or approximate the optimum solution. The

algorithm takes the point mg as the initial guess. At

each step, the algorithm reduces the temperature value
and performs calculations for the new point.

reached,

Based on the current point m_I the next point
m;_, is obtained as follows. The operator A applies on

the point m_iand randomly modifies this point and gen-

erates a new point m” . Point m” becomes m._, with

i+1

the probability of P(m*,m) that is calculated in ac-
cordance with the Gibbs distribution;

AR

P(m* >m_ |m)=1le " if AR >0,  (17)
1 if AR <0;
AR =F(m")-F(m,), (18)

where T, is an arbitrary decreasing positive number that

converges to zero at the end of the solution, and serves
as an analog of the temperature parameter in the anneal-
ing process. The initial temperature and its decreasing
schedule can be determined by various ways and de-
pends on the problem characteristics and programmer’s
choice. One of the most famous and widely used rela-
tionships for determining the temperature at each step is
the exponential decrementation. Therefore, we have:

T..=oT ,i=1..,k;
T, =a"T, ,0<a<l,

(19)
(20)

where o = the decrementation factor, the best range for
this factor is in [0.7, 0.95] interval and T,, T, = the ini-

tial and final temperatures respectively (as mentioned,
T, often is set to approximately zero).

In comparison with gradient-based methods, the
approach of simulated annealing provides a means that
falls into the local minima less often by allowing hill-
climbing moves. It must be mentioned that the anneal-
ing simulation like other metaheuristic methods does
not guarantee finding the global minimum of the objec-
tive function, but the correct policy of generating ran-
dom points and choosing the suitable solution parame-
ters, improves the performance of the algorithm. Figure
2 illustrates the algorithm of simulated annealing, which

is adapted for solving the problem of finding the opti-
mum variant of the project risk management.

start

Import parameters of
risk management
strategies for all risks

!

Define objective function
initialize temperature and project data

I

Define the project with all possible
risks as the initial solution (myg)

Iteration=1

Create neighborhood point and calculate
its objective function value

l

Accept or reject the new point based

on Metropolis criteria (Eq. 17)

Iteration+1

¢ ﬁ
Decrease the
yes temperature value
‘Tq final
or Iteration>N) no
ves
¥

Save the characteristics
of the optimal variant

End

Fig. 2. Simulated annealing algorithm

Conclusions

The results of this study in contrast with other meth-
ods help the project manager to evaluate the effectiveness
of the various risk management activities with a quantita-
tive measure and therefore, allowing him to compare the
effectiveness of different risk management strategies. The
proposed index of the risk management effectiveness
(IRME) represents the fraction of risk and uncertainty ef-
fects of the project that can be eliminated by implementing
risk management methods. Moreover, a method was pro-
posed by employing simulated annealing (SA) optimiza-
tion algorithm for finding the optimum set of risk man-
agement activities in projects. The objective function can
be maximizing the IRME or minimizing the project reali-
zation time or cost. This method especially is useful for
implementing in COPs projects, where the risks and their
consequences have highly nonlinear character.

Accordingly, after finding the best risk manage-
ment variant, the relevant actions and modifications in
the project plan can be developed for implementation by
the project manager. By this way, it is guaranteed that
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most effective combination of reactions for managing
project risks has been planned.
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Penensenr: n-p texd. Hayk npo¢. O.1. Tumouxo, XapkiBch-
kuit HarionaneHui yHiBepcutet IloBiTpsuux Cun im. 1. Ko-
Kkeny0a, Xapkis.

®OPMYBAHHSA HAUBINbLU EQEKTUBHOIO HABOPY 3AXoAIBs
3 YNMPABJIHHA PU3NKAMU NMPOEKTIB PO3POBKU CKITAQHOI TEXHIKA

Auni Yenapani, €.A. [lpyxuHin

Bubip 3axo0ie 3 peazysanna na pusuku € 00HUM 3 HAUDITbW 6AXHCIUBUX eMANI8 YNPAGTIHHA PUSUKAMU NPOEKMY, 0COOIUBO 8
npoexmax pospo6ru cxaadnux mexuivnux cucmem (CTC). V Oaniti pobomi, 3anponono8ano NOKasHuK eghexmueHoOCmi ynpagiin-
s pusuxamu (IRME) 6 sikocmi KinbkicHo20 iHOUKAmMopa oyinKu eheKmusHoCmi YRpAagiHHsL PUSUKAMU BPOEKNMY. 3anponoHo8ano
BUKOPUCMAHHA aleopummy imimayii 6ionany, AKuil 6iOHOCUMbCA 00 Memoodie Memaespicmiveckou onmumizayii, 011 3HAxo-
0ICeHHs ONMUMATLHO20 HAOOPY 3aX00i8 3 YNPAGNIHHA NPOEKMHUMU pusukamu. Memoro onmumizayii modice 6ymu maxcumizysa-
mu IRME ab6o minimizyeamu uac abo eapmicme peanizayii npoexmy. Pesynomamu 00cniodcents 00nomazarmy KepieHuUKy npoe-
KMy 3HAxX00umu Haubiibw eekmusHUll KOMNLEKC 3aX00i6 3 YNPABIIHHA PUSUKAMU MA 3ACMOCY8AMuU 8i0ONOBIOHT 3MIHU 6 NAAHI
npoexny.

Knrouosi cnosa: ynpagninns npoekmamu, HeUIHAYEHICMb, CKIAOHA MEXHIYHA cucmema, eqyeKmuHicms Ynpasninua pusu-
Kamu, imimayis 8ionany.

®OPMUPOBAHUE HAUBONEE 3®®EKTUBHOIO HABOPA MEPOMPUATUIA
Mo YNPABJEHUIO PUCKAMU MPOEKTOB PA3PABOTKN CIIOXXHOW TEXHUKU

Anu Yenapanu, E.A. [Ipyxunun

Buwibop meponpusmuil no peazuposanulo Ha PUCKU A6IAeMCcs OOHUM U3 HAUOONee GANCHBIX SMAN0E YAPAGICHUS PUCKAMU
npoexkma, ocobenHo 6 npoekmax paspabomiu ciodcuvlx mexrudeckux cucmem (CTC). B dannoii pabome, npednodcen nokasa-
mensv agpexmusnocmu ynpasnenus puckamu (IRME) 6 rxauecmee rxonuuecmeennozo unouxamopa oyenku spgexmusnocmu
ynpasnenust puckamu npoekma. IIpeonoxceno ucnoib306aHue ai2opumma UMUMayuu OmxiCuea, KOmopblii OMHOCUMCSL K Memo-
0aM Memas8pUCMUYecKoli ONMUMU3AYUL, OISl HAXONCOEHUsS. ONMUMATLHO20 HAOOPA MEPONPUSIMULL NO YNPAGLEHUIO NPOEKMHBIMU
puckamu. Lenvio onmumuszayuu mosicem ovimo maxcumuzuposams IRME wiu munumusuposams epems unu cmoumocms peanu-
sayuu npoexma. Pezyniomamul ucciedo8anus no3eonsiom pyKogoOUmeno npoekma Haxooums Haubonee d(@hexmuenviii Kom-
NAEKC MEPONPUAIMUL NO YAPAGICHUIO PUCKAMU U HECHU COOMBEMCMEYIOUIEe USMEHECHUSL 8 NIAH NPOEKMA.

Knrouesvle cnosa: ynpaenenue npoexmamu, HEONPeOeieHHOCMb, CLOJNCHAS MEXHUYECKAas cucmemd, >(@exmusnocme
VNPABNEHUs. DUCKAMU, UMUMAYUS OMIICUSA.
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