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DATA CENTER AUTHORITY DISTRIBUTION AND CYBER-DEFENSE MODELING

Artemii Kropachev, Denis Zuev

Data Center anthority distribution and cyber-defense measures development was analyzed. It was shown that paradigm of openness
and information sharing as a cultural norm significantly enlarges number data loss vectors. Analysis demonstrated that on physical
level main trend of irvesponsible information sharing is exponential growth of the information recording density which was cansed by
reduction in data storage price. It led to network channel capacity growth and decentralization of information systems in order to
organize effective communication infrastructure. 1t was proposed to divide data loss vectors into groups of people-based vulnerabilities,
process-based vulnerabilities and technology-based vulnerabilities. Data loss prevention strategies should be based on data classification
methodology. In this work there were used two classification schemes: one of them divides confidential data into categories of customer
data, employees’ data, transaction data, corporate data. Other one analyzes data loss threat in concordance to the states in the data
lifecycle as data at rest, data in motion and data in use. It was mentioned that use of Data Center services significantly increases
efficiency of IT infrastructure and data loss prevention strategy implies that for stored confidential data has to be used virtual server that
provides a gnaranteed part of the Data Center server resources. It was considered that data loss prevention strategy includes stages of
data governance, data loss prevention management and information security support. After development of Data Center infrastructure
authority distribution, security policies and cyber-defense measures cyber-attack probability conld be calenlated as sum of bandwidth
exhaustion, filtering depletion and memory depletion probabilities.
Keywords: Data Center, anthority distribution, data loss vectors, channel capacity, cyber-attack, bandwidth exhaustion.

1. Introduction

Confidential data is one of organization’s most
valuable resources so its protection is a task of great
importance. In order to accomplish this task, a num-
ber of data loss prevention (DLP) methods which
combine strategic and operational measures were im-
plemented. First stage of DLP control development is
analysis of sensitive data types, storing methods and
transfer protocols. Technological development has
caused data volumes and communication channels
rapid growth which significantly increased risk of un-
authorized parties gain access to confidential data.
The current trends of global networks development
show growth of the capabilities and connectivity of
users, and, thereby, IT risk spectrum will widen.

Ensuring effective Data Center protection is a
complex task which includes analysis of the reasons
that affect the efficiency of the Data Center work,
construction of a mathematical model for the emer-
gence of cyber-threats, as a stochastic process; Data
Center management network, load balancing for serv-
ers; organization of protection of vulnerable network
nodes from cyber-attacks; providing real-time protec-
tion system operation; proactive protection of infor-
mation sources outside the perimeter; development of
a strategy for preventing internal information losses;
automation of means of protection and proper train-
ing of personnel; integration of monitoring systems
and cyber-security of Data Center infrastructure. It is
important to note that modern Data Centers infra-
structure must be scalable and flexible, they combine
physical and virtual resources, so security systems
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must be dynamically scaled and provide permanent
protection. Organizing of the internal network should
include development of automatic application of the
security policies in order to be used in new systems,
so that their deployment time could be significantly
reduced without losing the efficiency of the protection
systems.

2. Data loss vectors

Exponential growth of the density of information
recording (Fig. 1a) caused by reduction in price of data
storage led to necessity network channel capacity
growth (Fig. 1b) and decentralization of information
systems in order to organize effective communication
by sharing of colossal volumes of data [1, 2].

New paradigm of Open World was born and for
most recent generation has grown up with openness
and information sharing as a cultural norm (Fig. 2). It
was noticed that employees of Data Centers do not
always understand that information has value in the
real world and its sharing is not always legitimate pro-
cess. There are a lot data loss vectors and it’s often
hard to predict how sensitive information could leave
an organization [3].

Additionally, regulatory risks for Data Centers
and cloud services are also tend to increase. Amount
and impact of incidents has resulted in growth of at-
tention from regulators. Data protection requirements
are becoming stricter and penalties tend to rise.
Thereby reduction of data loss risks will not only pre-
vent of sensitive data and intellectual property loss but
also will significantly reduce regulatory risks.
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Fig. 1. Tendency of exponential growth of data storage (a) and network channel capacity (b)
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Fig. 2. Trends of Open Worlds Paradigm which increase cyber-threat risks

Data loss vectors are usually forms further
groups [3, 4]:

— people-based vulnerabilities;

— process-based vulnerabilities;

— technology-based vulnerabilities.

People-based vulnerabilities group should be
starting point of data loss prevention analysis which
has to include:

— Data Center employees’ awareness analysis;

— Data Center employees’ responsibility;

— Data Center accountability policies analysis.

People-based vulnerabilities are mostly based on
lack of Data Center users and personal authority dis-
tribution. They naturally lead to further process-based
vulnerabilities:

— lack of data use policies;

— insecure data transmission procedures;

— insufficient data usage monitoring.

Being ignored process-based vulnerabilities and
people-based vulnerabilities become systematical one.
Thereby they form group of technology-based vulner-
abilities:

— lack of flexibility in Data Center remote con-
nectivity;

— lack of content-aware data loss prevention
(DLP) tools;

— no secure communication platforms.

Figure 3 shows links between groups and sub-
groups of data loss vectors that were mentioned
above.

It was shown that Data Canters’ employees often
do not feel accountable for the protection of sensitive
data. Training programs should be focused appropri-
ate use of network technologies and security tools.
Each employee’s personal responsibility for data pro-
tection policies and appropriable penalties should be
clearly defined. As for process-based vulnerabilities
data classification and data use policies have to be
clearly articulated. It includes protocols of sending
sensitive data to third party, sharing of data storage
and sensitive data protection controls. Ongoing DLP
monitoring program, policy violations identification,
policy communications organizing and awareness
programs implementation effectively prevent. It’s also
important to provide flexible remote access tools of
Data Center infrastructure to prevent alternative un-
monitored communication channels.
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Fig. 3. Data loss vectors groups correlation diagram

3. Data losses classifications

Data Center DLP-strategies are usually based on
data classification methodology. Sensitive and confi-
dential data could be divided into further categories
(Fig. 4):

— customer data;

employees data;

transaction data;
— corporate data.

Customer data losses are associated with inappro-
priate access of the Data Center employees to the
shared storage with sensitive data. Untrained and irre-
sponsible staff member often use insecure data export
procedures and copy it on private data storage. Em-
ployees personal data losses are also could be associ-
ated with staff unawareness but they are often caused
due to exploitation of Data Center environment weak-
nesses. A database administrator is able to use reverse
engineering procedure which is could be easily sani-
tized by referencing hidden tables.

Transaction data losses are usually caused by its
reconstruction by developers who knows Data Center
access policies and restrictions. In other hand corpo-
rate data losses are associated with unsupervised front
office work which provides data and screenshots of
internal systems to fraudsters, employee discontent
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and employee insider trading of important data to an
external analyst.

It is also important to analyze data loss threat
classification related to the states in the data lifecycle
(Fig. 5):

— data at rest;

— data in motion;
data in use.

Data at rest should be stored within Data Center
infrastructure which includes servers, databases, open
access storage, intranet sites, workstations, portable
computers HDD and backup storage, and removable
media. Data at rest can also be stored externally at
cloud storage. Data in motion is data that is in transit
through global networks. Data in use is data with open
access for employees which includes data in tempo-
rary memory, open reports on workstations, email
data and data being transferred between documents
(3, 5].

The use of Data Center services significantly in-
creases efficiency of IT infrastructure. DLP strategy
implies that for stored data after clarifying the require-
ments for storage configuration should be used virtual
server that provides a guaranteed part of the Data
Center server resources. For data used and data in mo-
tion, a colocation service is provided, which includes



application and monitoring a client’s server. This al-
lows to save on the organization of the communica-
tion channel from the provider to the client, so collo-
cation is used for servers intended to support web
sites and other global network services that are char-
acterized by a large volume of traffic where has to be
used equipment that requires secure access from many
points (VPN hubs, IP telephony gateways, etc.). The
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Fig. 5. Data categories classification based on data lifecycle

3. Data losses prevention strategy

The DLP strategy model includes the following
phases (Fig. 0):

— data governance;

— DLP management;

— information security support.
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The data governance phase consists of develop-
ing standards and data center policies, identification
models, risk assessments, classification development,
architecture’s design and quality assessment method-
ology. DLP controls should be chosen in accordance
with functional areas. Information security support in-



cludes access management, event management, con-
figuration management, incident response, physical
security, awareness training programs, asset manage-
ment, data privacy management, employees’ screen-
ing, system development lifecycle (SDLC), processing
continuity, disaster recovery system and compliance
management [3, 5, 6].

After defining the types of data to be protected,
it is necessary to analyze the place that this infor-
mation takes in the I'T infrastructure of the organiza-
tion, dividing the data into blocks to be stored in
structured repositories and ones to be stored in un-
structured repositories which should be shared with
end-users on network resources and workstations.

The last phase is analysis in the terms of proba-
bility of cyber-attack (CA) which includes analysis of
DDoS attack aftermath, filtering properties of DLP-

system, bandwidth and memory depletion. It should
be mentioned that incoming CA traffic can be blocked
in case of insufficient bandwidth and data left after
filtering can be also blocked in case of insufficient
place in buffer memory. For bandwidth exhaustion
probability of Pg, probability of regular traffic filtering
of Pp and memory depletion probability of Py, it can
be calculated probability of successful CA P, as sum
of bandwidth exhaustion, filtering depletion and
memory depletion probabilities [3, 7]:
Pa=X(1-Q1=Ps) (1=Pp)- (1= Pu)) (1)
For estimating bandwidth exhaustion probability
can be used stochastic model which includes analysis
of open channels number, normal traffic, channel
bandwidth, average query size of CA and average
query size of legitimate users.
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Fig. 6. Basic model of the DLP-strategy for Data Center

4. Conclusions

Paradigm of Open World significantly enlarges
number data loss vectors. Data loss vectors could be
divided into groups of people-based vulnerabilities,
process-based vulnerabilities and technology-based
vulnerabilities. Data loss prevention strategies should
be based on data classification methodology which in-
clude schemes of data categories and data lifecycle.
Data Center services significantly increases efficiency
of IT infrastructure and data loss prevention strategy
implies that for stored confidential data has to be used
virtual server that provides a guaranteed part of the
Data Center server resources. DLP-strategy has to in-
clude stages of data governance, DLP-management
and information security support. After development
of Data Center infrastructure authority distribution,
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security policies and cyber-defense measures cyber-at-
tack probability could be easily calculated as a sum of
bandwidth filtering  depletion
memory depletion probabilities.
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MOAEAVIPOBAHUE ITPOLIECCOB
PACIIPEAEAEHUA IIOAHOMOUMI 1
OBECITIEUEHUNA KUBEP3AIITMTHI
ITEHTPOB OBPABOTKM AAHHBIX
I1poaHaAM3HpPOBAHO PACIIPEACACHHE ITOAHOMOYMH AAS
LeHTpa 0OPaOOTKH AAHHBIX U pa3paboTKa Mep I10 obecrre-
YeHHIO ero KubepbesomacHocTH. BBIAO ITOKa3aHO, ITO ma-
PaAHIMa OTKPBITOCTH U OOMeHa MH(MOpPMAIHIEH KAK KYAb-
TYPHOH HOPMBI 3HAYNTEABHO YBEAHYHBACT BEPOATHOCTD

[6].

[7]-

IIOTEPU AAHHBIX. AHAAH3 ITOKA3dA, YTO Ha (DHU3HIECKOM
YPOBHE OCHOBHOM TE€HACHIIHEH OE3KOHTPOABHOIO OOMEHA
nadOpMAIHEH ABAACTCA 3KCIIOHEHIIMAABHBI POCT IIAOT-
HOCTH 3aIIUCH NH(AOPMAIIUN, KOTOPHI OBIA BEI3BAHA CHU-
’KEHHEM II€H Ha HOCHTEAM HH@OpMAIuu. DTO, B CBOXO
OdYepeAb BBI3BAAO POCT IIPOIYCKHOH CIIOCOOHOCTH CeTe-
BEIX KAHAAOB M ACIICHTPAAU3AIIIO HH(MOPMAIIHOHHEIX CH-
CTeM AAf opraHmsanuu 3(p@EeKTUBHOR KOMMYHHKAIHOH-
HOI HHPPACTPYKTYPEL. BEIAO IPEAAOIKEHO PA3ACAUTE BEK-
TOPBI IIOTEPU AAHHBIX HA TAKHE IPYIIIE YA3SBIMOCTECH KaK
«IIEPCOHAA», «IIPOLECCH» H «TeXHOAOrHm». Crparernu
IIPEAOTBPAIIECHUA ITOTEPh AAHHBIX AOAKHEL OCHOBBIBATBHCH
Ha METOAOAOTHH KAACCH(DUKALIMU AAHHBIX. B o101 padore
HCIIOAB30BAAUCH ABE CXEMBI KAACCH(UKAITIH: OAHA U3 HUX
Ipynnupyer KOH(MHUACHINAABHBIC AAHHBIC HA KATCTOPUN
AQHHBIX KAHEHTOB, AAHHBIC COTPYAHHKOB, AAHHBIEC TPaH-
3AKIMH U KOPIIOPATHUBHBIC AAHHEIC. Apyras aHAAU3HPYET
YIPO3y IOTEPH AAHHEIX B COOTBETCTBHH C COCTOAHHAMU
JKH3HEHHOIO LINKAd AAHHEIX: AAHHBIC HA XPaHCHHH, AAH-
HBIC B ABEDKCHHH M HCIIOAB3yeMBIC AAHHEBIC. BbIAO OTMe-
YeHO, UTO HCIoAb30Barue ycAyr LIOA 3HaunTeAbHO ITO-
Brimaer spdexrusaocts UT-undpacTpykTyps, a crpare-
rus NPEAOTBPAIIEHUA IOTEPU AAHHBIX IIPEAITIOAATAET, UTO
AAf COXPAaHCHHHEIX KOH(DHUACHITMAABHBIX AAHHBIX AOAKCH
HCIIOAB3OBATHCH BUPTYAABHBIA cepBep, KOTOPHIT obecrre-
YUBACT TAPAHTUPOBAHHYIO YaCTh PECYPCOB CepBepa ICH-
Tpa OOpabOTKH AAHHBIX. DBIAO yKAa3aHO, UTO CTPATErHA
IIPEAOTBPAIIEHUA [TIOTEPU AAHHBIX BKAIOYAECT CACAYVIOIIHE
STAIIHL: VIIPABACHHE AAHHBIMU, IIPCAOTBPAIICHUECM IIOTCPH
AQHHBEIX U IOAAEPHKKA MH(OPMALIMOHHON OE30IIaCHOCTH.
ITocae pazpaborku pacIpeAscAeHus TOAHOMOYHH HHPpa-
crpykryper LIOA, moauTuxu Ge3omacHocTa 1 Mep Kubep-
6e30IIaCHOCTH BEPOATHOCTD YCIICITHON KHOEP-ATAKH MO-
KET OBITh PACCYMTAHA KAK CYMMa BEPOSATHOCTEH HCYeplia-
HUA IPONYCKHOM CIIOCOOHOCTH KaHaAa, (PUABTpa U ITa-
MATH BCAEACTBHUE ATAKH.

Karouesbie caoBa: 11eHTp 0OPaOOTKH AAHHBIX, PACIIPEACAC-
HPe IOAHOMOYHH, BEKTOPH IIOTEPH AAHHBIX, IIPOIIYCKHASL
CIIOCODHOCTb KAaHAAQ, KHOEp-aTaka, IPOIYCKHAS CIOCOO-
HOCTD KaHAAA.
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MOAEAFOBAHHSA ITPOLIECIB PO3ITIOAIAY
ITOBHOBA’KEHD I BABE3ITEUEHHA
KIBEP3AXVICTY LHEHTPIB OBPOBKI AAHUMX
[TpoaHaAi30BaHO POBIIOAIA IIOBHOBAXKEHB AAfl  LIEHTPA
0OpoOKH A2HHX 1 po3poOKa 3aXOAIB IOAO 3a0e3lIedeHH:A
foro kibepbesneku. byao mokasaHo, 110 mapaAurMa BIAKpH-
TOCTI Ta OOMIHY IH(OPMAIIIEIO AK KYABTYPHOI HOPMU 3HAYHO
301ABIITye HIMOBIPHICTD BTPATH AAHIX. AHAAI3 ITOKA34aB, III0 HA
disuaHOMY pPiBHI OCHOBHOIO TEHACHIIEIO OE3KOHTPOABHOIO
0OMiHY 1H(OPMAITIEFO € eKCIIOHEHIIAABHE 3POCTAHHA IIIIAD-
HOCTI 3arucy iudopmarii, AKuit OyB BUKANKAHIN 3HIDKCHHAM
nin Ha HOCH iHdopMaril. Lle, B cBOIO 4epry BUKAHKAAO 3pO-
CTAaHHSA IPOIYCKHOI 3AATHOCTI MEPEKHHX KaHAAIB 1 AcIieH-
Tpaaizaniro iH(OPMAIIIHHUX CHCTEM AAA OpraHisarii edek-
THUBHOI KOMYHIKAIHOI iHdpacTpykTypH. byao sampormano-
BAHO PO3AIAMTU BEKTOPH BTPATH AAHUX HA Taki IPYIH Bpa3-
AMBOCTEH fIK «IIEPCOHAAY, «IporecH» 1 «rexHoAori». Crpa-
Terii 3aIT00IraHHA BTPAT AAHUX IIOBHHHI IPYHTYBATHCA HA ME-
TopaoAaoril kaacudukanil AaHpx. V I poOOTI BHKOPHCTO-
BYBaAHCA ABI cxeMm Kaacuikamil: OAHA 3 HHX IpyIye
KOH(IACHINNHI AaHI Ha KaTeropii AAHHX KAIEHTIB, AaHI
CHIBPOOITHUKIB, AAHI TPAH3AKIIH 1 KOpITOpaTUBHI AaHi. lHITa
AHAAI3y€ 3aIPO3y BTPATH AAHHX BIAITOBIAHO AO CTAHIB 7KHT-
TEBOTO IHKAY AAHHX: AAHI Ha 30epiraHHi, AaHi B pyci-BaHHI 1
BUKOPHCTOBYIOTBCA AaHl. DByAo BiA3HAauYeHO, IO BHUKOPH-
cransa TocAyr LIOA smauwno miasuye edexrusricTs 1T-iH-
dpacTpyKIypH, a CTpATEriA 3aOOIraHHA BTPATH AAHUX ITe-
peabadae, 110 AAA 30eperKeHUX KOHMIACHIINHNIX AAHHX II0-
BUHEH KOPHCTYBATHUCA BIPTYaABHIN CEpBEp, AKUI 3a0e3redye
rapaHTOBAHY YACTHHY PECYPCIB cepBepa LIEHTPY OOpOOKH Ad-
HEX. ByAO 32a3HaYEHO, 1110 CTpaTeris 3aI00IraHHA BTPATH Aa-
HUX BKAFOYAE HACTYITHI €TAIIH: YIPABAIHHA AAHHIMH, 3a-
IMOOIraHHAM BTPATH AAHEX 1 IMATPHMKa iH(OpMAaIiiiHOl 6e3-
meku. [licas pospobkm posmoaiay moBHOBaKeHB IHpa-
crpykrypu LIOA, mmoaituku Gesmexu i 3ax0AiB kibep-Oesrexu
HMOBIPHICTD yCIIIIHOI KibepaTaku MOxKe OyTH po3paxoBaHa
AK CymMa MMOBIPHOCTEH BHYEPITAHHA IIPOIYCKHOI CIIPOMOK-

HOCTI KaHaAY, (piabTpa i mam'saTi BHACAIAOK aTaKu.

Karo4oBi caoBa: neHTp OOPOOKH AAHUX, PO3IIOAIA ITOBHO-
BAKCHDb, BEKTOPU BTPATH AAHHX, IIPOIYCKHA 3AATHICTD Ka-
HaAy, KiDepaTaka, IIPOITYCKHA 3AATHICTD KAHAAY.
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