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ON THE ISSUE OF CONSTRUCTING AN ENVIRONMENTAL MONITORING
SYSTEM USING A NETWORK APPROACH

Sensor networks which are exploited for environment monitoring are very often negatively affected by surroundings. As a
result, sensor nodes can often fail. The paper presents diagnosis technique based on mutual tests among sensor nodes. Such
diagnosis is considered as system level self-diagnosis. Traditionaly, system level self-diagnosis is used for detecting of
permanently faulty nodes. In the paper, we consider the problems of intermittent fault detection and suggest diagnosis
procedures which allow distinguishing between different types of intermittent faults. For each type of intermittent faults we

developed diagnosis procedure.
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Problems of diagnosis of sensor networks
applied for environment monitoring

Typical sensor network consists of great number of
sensor nodes each of which consists of sensing,
computing, communication, actuation, and power
components [1]. These components are integrated on a
single or multiple boards, and packaged in a few cubic
inches. Sensor networks which can be applied for
environment monitoring (e.g., wireless sensor
networks) usually consist of tens to thousands of
nodes that communicate through wireless channels for
information sharing and cooperative processing.
Communication among sensor nodes can be used for
diagnosis purposes. In this paper, we are going to
show how diagnosis of sensor network can be
performed by using results of tests among sensor
nodes.

Wireless sensor networks can be deployed on a
global scale for environment monitoring and habitat
study, over a battle field for military surveillance and
reconnaissance, in emergent environments for search
and rescue, in factories for condition based
maintenance, in buildings for infrastructure health
monitoring, in homes to realize smart homes, or even
in bodies for patient monitoring [2].

Sensor networks which are used for environment
monitoring have some specific features such as:

- autonomous functioning for a long time;
- working conditions can produce external faults for

Sensors;

- difficulties to provide centralized testing facilities
and diagnosis;

- necessity in online testing;

- high requirements for fault-tolerance and
survivability, etc.

In view of the listed above, the appropriate means
and techniques for sensor network checking and
diagnosis should be developed so as to satisfy the
requirements of customer/ user of sensor network. In
the paper, we propose network diagnosis based on the
results of tests performed by sensor nodes (i.e.,
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without external facilities). During diagnosis
procedure sensor nodes test each other, and then all
test results are used in diagnosis algorithm. Usually,
such diagnosis was exploited to reveal permanently
faulty components in complex systems. In view of the
fact that sensor nodes are also susceptible to
intermittent faults [3] , direct implementation of
diagnosis based on mutual tests in sensor networks
may be complicated. In this paper, we investigate how
diagnosis based on mutual tests can treat the situations
when one or more sensor nodes have both permanent
and intermittent faults.

Diagnosis of intermittent faults

Based on the current literature available on fault
diagnosis in most of the sensor network consisting of
great number of semnsor nodes, many network
components are subjected to intermittent faults as
compared to any other kind of faults, such as
permanent, transient and byzantine. Occurrence of
intermittent faults may decrease the quality of service
that a network delivers. In view of this, there have
been performed a great number of researches on
developing techniques for diagnosis of intermittent
faults, modelling intermittent faults and designing
detection experiments for them.

Intermittent faults can be defined as the faults
whose presence is bounded in time. In other words, a
unit can possess an intermittent fault but the effect of
this fault is present only part of time.

For the diagnosis purposes the amount of time
devoted to diagnosis procedure, ty is very important.
Depending on the amount of time tyand on its position
on the time axis (see Fig. 1), the same fault may be
identified as a permanent fault (case of t;') and as an
intermittent fault (case of t;%). There is also probability
that during the diagnosis procedure the effect of
intermittent will not be present (case of t°).
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Fig. 1 — Intermittent fault in relation to the time t4

There should be named some valuable works in
the area of diagnosis of intermittent faults.
Particularly, S. Kamal and V. Page in [4] considered
the problem of how many times a digital circuit
should be tested before the decision about its state is
made. At the beginning of testing, the state of a unit is
indefinite. The testing procedure (i.e., repetition of
tests) is stopped either when the fault is detected or on
the basis of a decision rule. The authors suggested
some decision rules for termination of testing
procedure with the result that a unit is fault-free.
According to their research results, the intermittent
fault present in the unit can affect the behavior of the
unit only part of time. However, if the effect of the
intermittent fault is present during the testing
procedure, then such fault will be detected. Therefore,
they describe the behavior of intermittent faults
(particularly, the occurrence of their effects) with the
help of the probability P (Si/wi), where Si denotes the
state of the unit when it possesses intermittent fault wi
and the effect of the fault is present.

Another approach to describing behavior of
intermittent faults is presented in [5]. In this case, an
intermittent fault has two states - active (AS) and
passive (PS). When an intermittent fault is in AS, the
effect of intermittent fault is present. Whereas, when
an intermittent fault is in PS its effect is not present.
Transfers from one state to the other one are described
with the corresponding intensities A and p (see Fig. 2)

A
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Fig. 2 — Model of intermittent fault

The process of transfers between these two states
can be described as continuous Markov chain, where
the time period during which the intermittent fault
stays in state AS (PS) is random value. This random
value has exponential probability distribution with
mean 1/p (1/2).

The probabilistic models for describing the
behavior of intermittent faults are used for computer
modeling of intermittent faults and for designing
intermittent fault detection experiments.

Among the first problems that were considered in
the area of system level self-diagnosis accounting
intermittent faults were the problems of developing

the diagnosis procedure and the algorithm allowing to
identify intermittently faulty units.

Considering intermittent faults in context of
system level self-diagnosis is very important since
imperfect test fault coverage can lead to the same
effect as the presence of intermittent faults can
produce. Thus, the assumption that Py = 1 (where Par
is the probability that fault-free unit will identify
correctly the tested faulty unit) can be relaxed when
intermittent faults are taken into consideration.

Attempts to exploit the same methods for
diagnosis intermittent faults as the ones used for
diagnosis of permanent faults can considerably
complicate the diagnosis and can lead to receiving
incorrect (confusing) diagnosis results.

So, for example, for diagnosis of intermittent faults
there should be considered three states of a unit, i.e.,
fault-free, permanently faulty and intermittently
faulty. It means that probabilistic algorithms have to
consider 3" hypotheses that may be time-consuming
even for diagnosing the systems with not very large
number of units. In case of homogeneous systems,
there can be received the result of diagnosis indicating
that two hypotheses made upon system unit state have
equal posterior probability (or near equal). This
situation can arise when system units have
approximately equal values of prior probabilities of
fault-free state.

In case of table algorithms, it is very probable that
a confusing result of diagnosis will be received, since
presence of intermittent faults contradicts the main
assumptions made for table algorithms (e.g., Par = 1).

The situation when a system contains an
intermittently faulty unit is depicted in Fig. 3.

O intermittent fault
. permanent fault
'3

V4 V3

Fig. 3 — System with intermittently faulty unit

In the given case, the system consists of five units.
Let unit u; be intermittently faulty and unit u, be
permanently faulty. The obtained syndrome is
compatible with the actual faulty situation in the
system.

Given the obtained syndrome, it is not possible to
make decision which of the units, u; or us, is fault-
free, and which one is intermittently faulty. To detect
an intermittent fault may be very difficult for the
reason that the behavior of a fault (expressed by the
values of A and p) may be such that the fault either
may stay in PS for a long time (i.e., small value of %),
or may appear in AS for a very short time (i.e., great
value of p).
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However, for some types of intermittent faults
there exist special methods which make it easy to
diagnose intermittent faults.

It is worth noting that in case of intermittent faults,
it is important not only to identify intermittently faulty
units, but also to define the further step relating to the
treatment of the detected intermittently faulty units.
So, for example, a unit possessing the intermittent
fault belonging to a certain type can operate further on
even without any recovery operations performed on it.

Given testing assignment, instances of performing
the tests and time durativ of a test, there can be
performed computer modeling of diagnosis of
intermittent faults. Computer modeling is performed
for different values of A and p and is aimed to
determine the number of tests repetitions, k, ensuring
the correct detection of intermittent faults. Depending
on the obtained values of k, all intermittent faults can
be subdivided into three types.

Type 1. Includes the intermittent faults which can
be detected after repetition of each test several times
(not greater than few dozens).

Type 2. Includes the intermittent faults which
although can be detected by way of tests repetitions,
but the number of tests repetitions must be great (in
the order of 10°).

Type 3. Includes the intermittent faults which, with
high probability, may appear in AS for a short time
and not more than once during the diagnosis
procedure.

It should be noted that the classification of
intermittent  faults  presented here  depends
considerably on the parameters of diagnosis procedure
( time duration of a test, number of tests performed in
one round of tests repetitions, instants of tests
performing ect.).

Concurrent running of diagnosis process and
intermittent fault occurrence process is depicted in
sequence diagram (see Fig. 4)

Ui U2 U3z u4
X >

Yy_yY

o =

Fig. 4 — Sequence diagram

The diagram consists of the vertical dimension
(time) and horizontal dimension (tests among the
units). The tests among the units are shown as
horizontal arrows. Their vertical position defines the
instants when test is performed. The result of test is
shown under the arrow. When the test is performed by
a faulty unit, the result of test may take value either 0
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or 1. That is why such test results are expressed by X.
Faulty state of a unit is shown in the diagram as gray
rectangle on the vertical line of the corresponding unit.
The height of rectangle corresponds to the time
duration of the faulty state of the unit.

As it follows from Fig. 4, unit u; is permanently
faulty, unit u, is also permanently faulty, but the fault
occurs in the unit during the diagnosis procedure.
Moreover, this fault in unit u, doesn’t influence the
diagnosis result since unit u, has performed all
assigned tests before the instants of fault occurrence.

Unit ug has intermittent fault. This fault was in AS
for a short time. During the diagnosis procedure this
intermittent fault was in AS only once. Such
intermittent fault belongs to Type 3 of the above
presented classification of intermittent faults.

Unit u, also has intermittent fault. However, as
distinct from the intermittent fault of unit us, the fault
of unit us has been in AS several times and, thus,
influences  considerably the diagnosis result.
Intermittent fault of unit u, rather belongs to Type 1
than to Type 2, since this fault stays in AS longer than
in PS, and, thus, it can be detected after few times of
test repetitions.

For the diagnosis of intermittent fault of Type 1,
there were suggested methods [6] based on summary
(updated) syndrome, Ry. Summary syndrome Ry is
obtained after performing m rounds of test routine.
Test routine is the testing which is performed
according to testing assignment.

Summary syndrome Ry is computed as

Re= (i) vh=Urhs
I

Where rj' € R;, R, - syndrome obtained during I-th
round of test routine repetition.

It can be easily seen that summary syndrome is a
subsyndrome of the syndrome which would have
resulted from a test routine if all the current faults in
units were of a permanent type.

Anytime the summary syndrome is consistent, a
diagnosis can certainly be performed and a set of units
can be identified as being faulty. Thus, diagnosis can
be performed if the following condition is met

RZ S Ro, (1)

Where Ry is the set of summary syndromes which
would have been obtained if all the current faults were
permanent, and the number of faults didn’t exceed the
value of t.

If condition (1) is met, the diagnosis can be
performed by using the methods and algorithms used
for diagnosing the systems which can have only
permanently faulty units. But, this time, the units
identified as faulty may indeed be either permanently
faulty or intermittently faulty. When condition (1) is
not met, the obtained summary syndrome Ry is
inconsistent and contains conflicting test results (i.e.,
some of the test results conflict with each other). The
result of diagnosis received on the basis of
inconsistent summary syndrome will be incompatible.
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Diagnosis result is incompatible when some unit is
evaluated by one fault-free unit as fault-free but, at the
same time, another fault-free unit evaluates this unit as
faulty.

In this case, the diagnosis usually doesn’t continue
and ends with the reset that a system cannot be
correctly diagnosed. This case can occur when system
units have intermittent faults either of Type 2 or Type
3. When situation allows to continue the diagnosis
procedure, there could be performed additional rounds
of test routine (testing) with the aim to catch the
intermittent faults in AS, and afterwards to eliminate
the inconsistency from the summary syndrome.

The alternative solution of how to resolve the
conflicts in test results doesn’t require additional
rounds of testing. It is worth noting that this
alternative solution has a risk that the diagnosis result
will be inaccurate. This solution makes the basic
assumption that all undetected intermittent faults
belong to Type 3. Thus, the probability of receiving

a)
Fig. 5 — Situations caused by intermittent faults of Type 3

Situation A depicted in Fig. 5a can occur by
reason of:

1. Unit u; fails at the moment right before its
participation in the last test in the last round of testing.
In the given case, it is the test t;; that was performed
by unit u; on unit u; .

2. Unit u; has intermittent fault of Type 2, and unit
u; is the single unit whith has detected this fault.

3. Unit u; is permanently faulty. The test t;; is the
first test that has been affected by this fault. It means
that before test t;; unit ui was fault-free.

4. Unit u; is intermittently faulty. This intermittent
fault was detected only by test 1;; .

5. Either unit u; or unit u; has intermittent fault of
Type 3. This intermittent fault was in AS at the
moment of performing test ;; .

The situation A can also occur when both units, u;
and u; , are intermittently faulty, but the probability of
occurrence of such situation is very small (negligible).
Some examples of occurrence of situation A are
shown in Fig. 6.

In case of 2, 4, 5, there exist many possibilities of
how situation A can occur, but only one example is

inaccurate reset of diagnosis, in the given case, is
equal to the probability that the made basic
assumption will not be true. The reasoning for making
this assumption can be explained by the fact that in
current complex systems the intermittent faults of
Type 3 can occur much more frequently than the other
types of intermittent faults can.

The suggested alternative solution consists in the
following.

At the first step, the subset Z is determined. The
subset Z contains all of the units that, according to the
summary syndrome, are identified as fault-free.

At the second step, the consistency of all test
results performed by the units of subset Z is verified.
In other words, there will be checked if the units of
subset Z evaluate the units which don’t belong to
subset Z equally.

Checking procedure can result in one of the
situations depicted in Fig. 5.

b)

depicted. Exception is made only for the case of 5
when two examples are depicted. According to the
basic assumption made, there are considered only
intermittent faults of Type 3 (case of 5).

Thus, we can conclude that either unit ui or unit uj
is intermittently faulty.An intermittent fault in a unit
with high probability will not be in AS more than once
during system operating. It means that the unit
possessing such intermittent fault can operate
correctly for a long time after the intermittent fault has
transferred into PS. In view of this, it is not important
which of the units, ui or uj , has intermittent fault. The
main goal, in this case, is to eliminate inconsistency
from the set of test results. Consequently, the solution
consists in changing the result of test tij from 1 to 0.

Situation B depicted in Fig. 5b can occur only in
the case when unit uj has intermittent fault which was
detected by all units of subset Z except the unit ui. In
Fig 7, there are shown some examples which result in
occurrence of situation B.

In the given case, the solution is straightforward. It
is sufficient to change the result of test tij from 0 to 1.

More complex situation arises when subset Z has
only two elements (see Fig. 8)
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Fig. 6 — Examples of occurrence of situation A

rd Z Z
Ui Uz Uz ug Ui Uz U3z us Ui Uz Us ug

~0 > > »
<] » >
= 0 1 1
= — —* 0>
10 0 | 10
1 0 0
ET
P N N
-3 1 0 0
= o —» —|
@ 0 0 0

Fig. 7 — Examples of occurrence of situation B

Fig. 8 — Case when subset Z has only two elements

In this case, it is possible to interpret the obtained
result either as situation A or situation B. For making
the choice between these two situations it is necessary
to compare the probabilities of these situations. When
situation A is chosen, one can conclude that either unit
u; or unit u; possesses an intermittent fault of Type 3.
When situation B is chosen, unit u; possesses an
intermittent fault of Type 2. Since the probability of
occurrence of intermittent fault of Type 2 is lesser that

the probability of occurrence of intermittent fault of
Type 3, it is reasonable to give preference to the
situation A.

Summarizing the above consideration of diagnosis
of intermittent faults, there could be listed the
following specific features of such diagnosis:

I. Some intermittent faults which belong to Type 3
cannot be identified unambiguously. In this case, there
should be resolved the conflicts among the test results
produced by the fault-free units.

Il. The diagnosis procedure consists in the
following:

Step 1. Performing m rounds of test routine and
obtaining summary syndrome R;.

Step 2. Checking the condition Ry eR,. If the
condition is met, the subsequent diagnosis is
performed in the same manner as diagnosis of
permanent faults. Otherwise, there should be
performed the next step.

Step 3. Determining subset Z by using the
summary syndrome. Subset Z contains all of the units
which were identified as fault-free by using the
summary syndrome.

Step 4. Verifying the consistency of test results
produced by the units of subset Z.

Step 5. Resolving the conflict situation.

I11. Intermittent faults can be subdivided into three
types according to the value of m (number of rounds
of test routine repetition which is needed to detect an
intermittent fault). Intermittent faults of Type 1 can be
indentified at Step 2. Some intermittent faults of Type
2 can be identified after performing Step 3.
Intermittent faults of Type 3 can be detected (i.e., we
can assert that the system has an intermittent fault),
but cannot be identified. Usually, the system can
tolerate these intermittent faults and is able to continue
in delivering correct services. Conflict situations
caused by intermittent fault of Type 3 are resolved at
Step 5.

IV. The main drawbacks of intermittent fault
diagnosis based on tests repetitions are as follows:

- the diagnosis is time-consuming;
- it may be difficult to provide tests among the

system units when the system operates (i.e.,

concurrently with delivering services).

Conclusions

Sensor networks used for environment monitoring
are offen working in surroundings which can produce
negative effects on sensor network. For example,
radiation can cause intermittent faults in sensor nodes.
Temperature and humidity can also impact negatively
on sensor’s functioning. Current diagnosis techniques
which are used for checking and diagnosing of sensor
nodes mostly deal with permanent faults. In this paper,
we have considered specifics of intermittent fault
diagnosis and have shown how diagnosis based on
mutual sensor tests can be used to diagnose faulty
sensor nodes. We have considered different types of
intermittent faults and suggested diagnosis procedure
for each of them.
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JIAT'HOCHUKA CEHCOPHUX MEPEX, AKN 3ACTOCOBYIOTbCA IJIsA
EKOJIOI'TYHHOI'O MOHITOPHUHI'Y

O.A. Mamkos, B.A. Mamkos, B.P. Kocenko

CeHCOpHI Mepexi, sIKi BAKOPHCTOBYIOTBCS ISl MOHITOPHHT'Y HABKOJIMIITHBOTO CEPEIOBHIIA, TyKE YacTO IMiIIaloThCsl HeraTHBHOMY
BILUTMBY CaMOTO CEepezioBUINA. Y CTATTi MpPENCTAaBJICHI iarHOCTUYHI METOJM, 3aCHOBAHI HA B3a€MHHUX KOHTPOJSIX MK OKPEMHMH
ceHcopamu. Take IMarHOCTHPOBAaHE CEHCOPHOI Mepeki BITHOCHTHCS IO CAMOJUTHOCTHPOBAHHUIO HA CHCTEMHOMY piBHI. TpamauiiiiHO
CaMOJIIarHOCTYBaHHS Ha CHCTEMHOMY piBHI BHKOPHCTOBYETHCS IS BUSBJIEHHS MOMYNIB 3 TIOCTIHHMMH BiMOBaMH. Y CTarTi
PO3IIIArOTECS TIPOOIIEMH, TIOB'S3aH] 3 BUSBICHHSAM ITEPEMIKHIX BIIMOB 1 MPOMOHYIOTHCS TIarHOCTHYHI TPOLIEIYPH, IO JO3BOJLIOTH
PO3pI3HATH Pi3HI TUITK IEPEMDKHHX BiMOB. J{JIs1 KOYKHOTO THITY TIEPEMIKHHX BiZIMOB PO3pO0IIeHa OKpeMa MPOIIeAypa JiarHOCTYBaHHSL.

Knrouoei cnoea: niarHocTrka, CCHCOPHI MEPEXKi, CKOIOTIUHI MOHITOPHHT, HABKOJIUIIIHE CEPETOBHIIC

JIAATHOCTHKA CEHCOPHBIX CETEXA MPUMEHSIEMBIX JIJIS
IKOJIOI'MYECKOI'O MOHUTOPHHI' A

O.A.Mamkos, B.A. Mamxkos, B.P. Kocenko

CeHCOpHBIE CETH, KOTOpBIE HCIONIB3YIOTCS I MOHHUTOPHMHIA OKpYXalolled cpelbl, O4YeHb YacTO MOJIBEPIKEHbI
OTpHULIATENTLHOMY BIMAHHUIO caMmoil Cpezabl. CreAcTBHEM TaKOTO BIMSHHS MOTYT OBITh uYacTble OTKa3bl CEHCOpOB. B crarbe
IPEeACTaBICHbl TUArHOCTUYECKHUE METOIbI, OCHOBAHHBIC Ha B3aUMHBIX KOHTPOJISIX MEXAY OTIENbHBIMH CeHcopaMmu. Takoe
JUAarHOCTUPOBAHUE CEHCOPHOM CeTH OTHOCHTCS K CaMOAMIHOCTUPOBAHUIO HA CHUCTEMHOM YpOBHE. TpaauIlIOHHO
CaMOANMarHOCTHPOBaHHE HA CUCTEMHOM YPOBHE UCIIOJIb3YETCs AJsl OOHapy)KeHUs MOJyJiel ¢ MOCTOSHHBIMM OTKa3aMu. B cTatbe
paccMaTpHBAIOTCS TPOOJIEMBI, CBSI3aHHBIE C OOHApYKEHHEM IIePEeMEeXKaIOIINXCs OTKA30B M MPEUIararoTCsl JTHarHOCTHIECKHE
MIPOLIEYPEI, MO3BOJISIONINE Pa3IHyaTh PA3IMYHBIC THIBI IIEPEMEXAIOMUXCS OTKa30B. I KaXkKAOro THMA IepeMeKaroluXcs
0TKa30B pa3paboTaHa OTIeNbHAs MPOIeaypa ANATHOCTHPOBAHUSL.

Kniouesvie cnoea: TMarHoCTHKA, CCHCOPHBIE CETH, YKOJIOTHIECKHH MOHHUTOPHHT, OKpY KaloIas cpeja
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