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idea of the depression of the National system of Education in France and the thesis of the decline in the success level of
the students are expressed by the metaphor equation SUCCESS IS MYSTERY, and the future of the pupil from a
provincial region is rendering by means of the metaphor structure FUTURE IS DEADLOCK. The grammatical negative
structures also add to the song text the cognitive component and bring the meaning of absence or lack of something.

Key words: linguistic and cognitive approach, cognitive metaphor, author’s picture of the world, French modern
slam, national education.
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LANGUAGE IN APPLIED LINGUISTICS: A HISTORICAL PERSPECTIVE

The article presents an outline of the main tendencies in the formation of applied linguistics from the historical
perspective. Modern applied linguistics as an academic discipline offers effective mechanisms of integrating various
branches of theoretical linguistics due to two main postulates all modern schools of linguistics agree on, i.e. non-material
nature of language and the necessity to implement information technologies into linguistic research. The main
achievements of modern theoretical linguistics are viewed through their ability to be used for the problem solving in the
real world. Thus, we suggest that modern applied theory of language may consider language from three different points of
view. It may be interested in (1) how the language sounds or looks (language as a state), (2) how it works (language as an
activity), or (3) how it develops (language as change). If it is interested in how the language sounds or looks, the theory
will include something on language considered as a fixed state — either as a state dependent on what people think and do,
or as one which is independent of this. Dependently, language may be considered as human thought or as human
behaviour. Language may be viewed as an independent state, either as structure, or as a system of communication. The
view of language as an activity is concerned with the way language operates or is operated by man. From this point of
view, language may be considered as an activity of the mind, or an activity of the brain. Language may also be regarded
as something which is continually changing in time, or in space. In this respect it’s possible to single out such branches of
applied linguistics as speech acquisition, area linguistics, and contrastive linguistics. The suggested conceptual scheme
opens new perspectives for developments of modern applied linguistics as well as hew mechanisms of the verification of
its research results.
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Formulation of a research problem and its significance. Within the recent decade rapid
development of various branches of modern applied linguistics has caused a new splash of scientific
interest towards the faculty of language. Regardless of the diversity of present linguistic paradigms, all
modern theories of language agree on two basic postulates: 1) non-material nature of language, and 2) the
necessity to implement information technologies into linguistic research. Each of the above mentioned
presuppositions involves the establishment of the specific methods of formal language description, due to
which language can be viewed as a tangible object of scientific research.

In the present article on the basis of the historical approach to the development of applied linguistics
we aim at providing an overall and scientifically explicit scheme of approaching the faculty of language
from three different perspectives — as a state, as an activity, and as change. The suggested scheme will
specify the particular approach to language in the field of modern applied linguistics. This approach will
help to differentiate applied linguistics from theoretical linguistics and pure philology, since the suggested
conceptual differentiation will result in further methodological verification of the results of linguistic
investigation.

Statement regarding the basic material of the research and the justification of the results
obtained. Language may be regarded as being composed of elements of thought. This is the traditional
view. In the early twentieth century, F. Brunot [3] developed this view into a theory treating of the relation
between language and thought. He first divided language into five categories of thought — beings, facts,
circumstances, modalities and relationships — and then attempted to show how each of these is expressed
by the French language. He made no distinction, however, between structure and vocabulary.
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As Behaviour

Language may also be regarded as being composed of units of behaviour. Not only the
anthropologists and sociologists, but also certain linguists, consider language thus. K. L. Pike [11] places
language in the context of human behaviour in general, in which all social acts, including language, are
divided into units of significance (emic units), each containing a number of non-significant variants (etic
units).

Another linguist who regarded language as behaviour was G. K. Zipf [15], who made the state of
language dependent upon the principle of least effort. According to this principle, the forms of the
language used in human behaviour become a compromise between the desire of the speaker to get his
ideas and feelings across with the minimum of effort and the desire of the hearer to understand them, also
with a minimum of effort.

2. Independent

Language may be viewed as an independent state, either as structure, or as a system of
communication.

As Structure

The idea of language as structure goes back to the teachings of F.de Saussure and his disciples, who
regard language as a structure of values between which systematic relations can be observed. Saussure’s
basic notion is developed in a number of structural theories. Among these is Glossematics [6].
Glossematic theory considers a language as a system of internal relations, as a self-subsistent whole
which consists of nothing but relations or functions — a web of functions. Using the methods of formal
logic, it aims at describing the internal structure of a language completely, as simply as possible, and
without contradiction. The language is therefore considered as an interplay of purely formal relations.

Other linguistic theories which consider language as structure are those of L. Bloomfield and
N. Chomsky. L. Bloomfield [2] considers the structure as a line or sequence of the smallest units of the
language, that is, as a sequence of its phonemes. N. Chomsky [4], on the other hand, starts by considering
linguistic structure itself as a theory which generates all and only grammatical sentences. Considering
language as a mechanism for generating sentences, his theory uses a chain of transformations to link the
most general structures of language, the sentence patterns, to the sequences of phonemes uttered as sound
patterns. The theory attempts to explain how the limited number of structural elements in a language can
produce an unlimited number of sentences.

As a system of communication

Although communication is not language, language can be communication. It can also be much
more — and much less. Language considered from a communications point of view is the transmission of
messages; it is the choice of a sequence of symbols from a reservoir of code. Indeed we use language as if
we had to choose words one after another. Once a word or sound has been chosen, the choice of the one
following is governed by the laws of probability. Thus, if the word is the, the probability of the next word
in the sentence being an article or a verb is very small indeed. It is in this way that information theory
regards language. “Information” here is a technical term, different in meaning from its usual colloquial
sense. This understanding of language has been reflected in the mathematical theory of communication
[12].

The language studied in the science of communication is the language of averages. It requires long
statistical analyses of languages and specific methods for studying the results. These have been compiled
and elaborated in such useful general studies of quantitative linguistics. Statistical analyses are of interest
to Applied Linguistics in so far as they give information on items which are most often used in a
language. They are also of interest to those who base their structural analysis of a language on samples of
texts. Since we cannot observe all of the spoken or written sentences used in any one language but only a
relatively small sample, linguistic analysis is to that extent necessarily statistical.

Language as activity

In contradistinction to the view of language as a state made of elements of thought or behaviour, or
of units of structure or communication, is the view of language as an activity. It is concerned with the way
language operates or is operated by man. From this point of view, language may be considered as (1) an
activity of the mind, or (2) an activity of the brain.

1. As an activity of the mind, language may be regarded either (a) as mental movement, or (b) as
stimulus-response. The study of language as mental movement is called psychomechanics [5]. Its basic
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postulate is that the mental operations involved in the use of language necessarily take a certain amount of
time, infinitesimal though this may be. The task of psychomechanics is to identify these mental operations
and to refer them to mental time in an effort to demonstrate the mental process involved in acts of
language. The study starts by delimiting the degrees of abstraction through which our minds seize and
represent the world of experience. Such an approach is fundamentally different from the traditional
analysis of language as a group of static, logical categories.

Psychomechanics attempts to explain how language, the institutional system, becomes usage in the
individual acts of speaking and writing. Usage is considered essentially as a process of mental expression
by means of acts of abstraction capable of producing such different types of linguistic categories as the
parts of speech, inflectional forms, and vocabulary.

In view of stimulus-response idea, psychologists, and certain linguists as well, have long considered
language as a verbal response to external stimulus. This trend is called behavioristic theory. Language is
regarded as an immediate animal-like reaction to what is perceived [13]. It is as if language were a long
series of conditioned reflexes. A number of linguists have regarded language in this way and have
composed applied methods for language teaching from this point of view. Such methods present and drill
unanalysed units of language as complete utterances, always given in association with the appropriate
situation.

The contextual stimulus-response view differs from this in that it teaches the language as a constant
variation in the stimulus to fit a corresponding variation in the language response, thus leading the learner
to abstract the patterns of language by seeing the relation between each element of the situation and the
corresponding element of the response.

This view of language evolved from the contextual theory of C. K. Ogden and I. A. Richards [9].
According to this theory, the stimulus of experience comes to us in repeated contexts. These may be
physical events which reach our minds through our senses; or they may be events in the mind itself —
memories, associations of ideas. Whatever they be, these contexts are continually associated with certain
elements (e.g. words) in the language which then become symbols of elements in the context. These
symbols, from the speaker's standpoint, are always subordinate to what they stand for; from the hearer’s
standpoint, they are equal. The hearer first perceives the sound as sound. He then recognizes sounds as
distinctive units; he does so because similar sound sensations in the past were always associated with
signs. He then recognizes simple referents (e.g. names of things), and finally complex ones. The
complexity of the referent, however, is not necessarily reflected in the complexity of the symbol; a single
word can stand for a complex idea. But it is not the single word which determines the reference; it is its
interconnection with the other words in the sentence.

Language may be considered as only partly a matter of stimulus-response. It is partly concrete
activity; partly abstract activity. The concrete perceives and reacts to situations in an animal-like way,
through verbal responses to immediately perceived cues and associations, in an automatic type of speech
behaviour. The abstract conceptualizes and categorizes. Everyday speech is a combination of both.

2. Language as an activity of the brain

If some linguists regard language as an operation of the mind, others prefer to consider it as an
operation of the brain. They study this operation of the human brain as a physical activity. In order to
understand the nature of this activity, two approaches have been developed:

1) The first consists in an analysis of speech reactions during local interferences with the brain (the
approach through neurology);

2) The second is the construction of models and devices which function as analogues of the human
brain (the approach through technology).

Since all stimuli leave a trace on the brain and a language sign is an association between two
stimuli, the acoustic image and the concept, this sign may theoretically be found in the brain. The
localization of speech areas in the brain goes back to 1861, when Broca pointed out the relationship
between language and the cortex of man’s brain. In recent years, neuro-surgeons have been able to locate
the different areas in the cortex which control hearing and speech, memory and thought, and to formulate
theories as to their function and interrelation. W. G. Penfield [10], working in this field for more than a
quarter of a century, made verbal tests on hundreds of patients during brain operations. This enabled him
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to construct a theory based on speech areas and to assume that the organization and co-ordination of the
speech mechanisms are carried out by nerve-cell connections, all within the same half of the brain, the
dominant one.

Most of those who study the linguistic activity of the human brain no longer believe that it is a
matter of mental images. It is rather a matter of nerve impulses traveling along networks. These seem to
correspond to the statistical properties of language. Recent neurological theories have led to speculation
by theorists of language in a number of different directions. A science of "speculative neurology™ has
even arisen. Nerve-cells, which are all-or-nothing firing devices, operate in a two-unit system, building
networks in which every linguistic form has its position. Some linguists believe that the nerve-cells are
arranged in loops, around which signals circulate and may be remembered by firing one another in
succession around the loop and back to the first cell, where the cycle is started anew on its next round.

Similarities have also been found between certain brain disorders and certain fundamentals of
language. R. Jakobson [7] has compared the basic types of loss of memory with the basic characteristics
of language. One type affects the ability to put words together in the right way; the other type affects the
ability to substitute one unit for another.

There is still no definite answer to the question whether the dividing of speech into units like
phonemes and words is done in the mind of the speaker, or only in the mind of the linguist. Applied
linguists set up experiments which aimed to obtain from speakers and listeners certain responses which
correspond to the theories and observations of the linguists. But this sort of experiment is more difficult
than it seems, for each speaker and listener brings to the language his own special responses which are
due to his peculiar nervous system and his own unique combination of memories and experiences in the
use of the language; it would often seem that he interprets what he hears according to his own liking.

The second approach to the linguistic operations of the human brain presupposes the construction of
models of it, theoretical models and working models.

Theoretical models have been built for the purpose of studying of the activity of the brain. One of
these is the chromatoscope, a sort of mechanical generator of linguistic hypotheses, in which both words
and concepts are regarded as “molecules of experience”, particles of “meaning” being the atoms out of
which these molecules are built. The atoms of meaning are considered as active “packets of information”
capable of activating other atoms. Theoretical models such as these only suggest possible approaches to
the study of the linguistic activities of the human brain [8].

As for the working models, it is the so-called “electronic brain” that is expected to lead to an
understanding of how language operates in the brain of man. These devices, although greater in working
capacity and efficiency than the human brain, are extremely limited in the variety of their activities. Their
greatest achievement has been in the field of mathematical computation and cybernetics [14].

Some mathematicians, however, have denied any close analogy between such digital computers and
the construction or activity of the human brain. They point out the historical and contingent character of
both mathematics and the natural languages. Moreover, it is reasonable to expect that any adequate theory
of brain functioning should have statistical characteristics which display plurality, probabilism,
variability, redundancy, and tolerance of small errors. No machine having a unitary mechanism, a fixity of
properties, an economy of connections, a certainty of output and an intolerance of small errors can
successfully simulate the brain. If and when such an analogue with the proper characteristics is
developed, its contributions to linguistic psychology could be profitably correlated with the findings of
the neuro-surgeons. If in turn these could be correlated with the analytical and inferential work of
linguists, our knowledge of the two extremes of the act of human communication — two minds
communicating through language — may yet reach the exactness of our knowledge of the sound-waves
which occur between them.

Language as change

While some scholars consider language as state or activity, others regard it as something which is
continually changing (1) in time, or (2) in space.

In Time

A theory may cover variations in language over a period of time, either (a) in the individual, or (b)
in the society in which the language has been used.
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a) In the Individual

Analysis of change in the speech of the individual is generally confined to the study of the linguistic
development of children. This is a field of modern applied linguistics now known as Language
Acquisition, which is being rapidly developed in the USA, and in which important theories have been
developed.

b) In Society

Today language is generally regarded as an ever-changing code. The changes are not considered as
inventions designed by individuals to suit particular purposes; they are systems which arise from the
interrelation of the many needs of thousands or millions of people. The mutually modifying practices of
hundreds of non-relevant elements in the speech of many individuals eventually bring about changes in
the relevant elements which form the code of the language. We are continually altering, continually
building the system of our language. It is as if the human mind were dissatisfied with the language it
inherits and tries to correct and improve it. Usage seems to display a constant need to be brief, expressive,
precise and consistent.

There is always room for change, for the vast majority of possible linguistic items and patterns are
never used. Of all the possible sounds and forms, only a small fraction is selected by a given language.
These are continually varied, combined and re-combined. Any language selects certain features or
procedures (like word-endings or word-order), using them more or less consistently and varying the
elements in as many combinations as needed. It is through selection and variation that languages evolve.
Historical changes continually vary established patterns but only in certain ways. The variation is
selective. As patterns are eliminated new ones are chosen to replace them. Each distinctive system
evolves in a set pattern, whatever the phonetic or morphological process may have been which first set
the pattern.

In Space

Variations in space have also given rise to various theories of language. Linguists have studied the
variations in space of a single language in the present or of a group of languages traceable to a common
ancestor. The first of these disciplines is known as area linguistics, the second as comparative linguistics.

Area linguistics has produced theories to explain changes in a language from one part to another of
the area in which it is spoken.

Some words are used in all parts of the country in which the language is spoken; others are limited
to certain regions. Of the latter, some are limited to one region only, while others cover a number of
different regions. The vocabulary of each region differs in both extent and extension.

The differences found from region to region are not limited to vocabulary; they also include
pronunciation and grammar. In any area in which a language is spoken, however, we can find different
forms of the same word, each representing a different phase of development; some of these are identical
with words and forms found in areas in which a different but related language is spoken. In these areas
too a word may have a number of different forms shading off into those of still another language area so
that there is no clear-cut distinction between adjacent languages like Spanish, Portuguese, Provencal, and
Italian, or between German, Dutch, Flemish, Frisian, Plattdeutsch and certain dialects of English. For this
reason, the delimitation of languages is arbitrary and, according to some area linguists, purely political.

Theories of area linguistics like that of M. G. Bartoli [1] have tried to establish principles for
arranging these shades of difference and for determining the form from which these arrangements should
start. According to M. G. Bartoli the older forms are found in areas which are either isolated (islands and
mountains), extensive, marginal (language boundaries), first settled, or areas in which the language is
disappearing.

In order to record the difference in words and the shades of differences in forms and pronunciation,
samples of language usage have been gathered from all parts of the area in which the “same” language is
spoken. These are plotted on maps of the area (often one map per word), and the result is a linguistic
atlas. There are linguistic atlases for France (by J.Gillieron and E. Edmont (1912)), Germany (by
F. Wrede, W. Mitzka, B. Martin 1953), parts of the United States (H. Kurat 1939), Switzerland, Italy, and
other countries. In still other countries, notably in Scotland, England, Ireland, Spain, Canada and areas
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where Romance, Slavonic and Germanic languages are spoken, scholars have been building extensive
dialect archives of usage in the various parts of their respective areas.

The relevance of area linguistics to Applied Linguistics lies in the possibility of deciding what
forms to investigate on the basis of proven usage. It helps the researcher to distinguish between the
regional and the national. It also enables them to make use of the regional peculiarities which the native
language may have in common with the foreign language.

Along with historical linguistics, comparative linguistics profited greatly from the nineteenth-
century studies of evolution and from the demanding techniques required to prove the origin and
relationship of biological species. Proven relationships were formulated into scientific laws, like Grimm’s
Law and Verner’s Law, some of them admitting of no exception. Genetic theories of the origin and spread
of related languages were developed and refined from the comparative studies of F. Bopp, A. Schleicher,
K. Brugmann, B. Delbruck, and others.

Conclusions and prospects for further research. The presented above review of the three basic
approaches to language in applied linguistics enables the exact positioning of any modern branch of
linguistics due to the practical application of the research results. Obviously, any modern school of
linguistics, no matter how diverse and specific their objects of research are, is supposed to suggest
relevant ways of applying their results. In the era of modern computer technologies and cybernetic
systems the ability to provide formal description of some specific linguistic phenomena gives many extra
opportunities to resolve real world tasks by means of applying linguistic knowledge. Thus, the suggested
conceptual and methodological accuracy in understanding the faculty of language opens new perspectives
for the structural division of linguistics as well as for the effective application of linguistic knowledge in
the real world’s problem solving.
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Bicky6 Ipuna. MoBa npukiaHoi JiHrBicTHKH: icTOpyHi nepcniekTHBH. [IpoananizoBaHO KIFOUOBI TEHACHIIIT
(hopMyBaHHs LIAPMHU NPHUKJIATHOI JTIHIBICTHKU B iCTOpUYHOMY acrekTi. CydacHa MpUKIIaHa JIHIBICTHKA SIK aKaJieMidHa
JMCIUILTIHA TIPOTIOHYE IHTErPaTUBHI MEXaHI3MU ISl CIIBICHYBaHHSI PI3HOMAHITHUX JIHTBICTUYHHMX IIKUT Ha MiJICTaBi
JIBOX OCHOBHHX ITOCTYJIATIB, SIKi Oe3anensiiiiHo npuiiMaloThCs BCiMa HAYKOBUMH JITHTBICTUYHUMH TPAAULISIMU, 30KpEMa!
iZiess mpo HemarepianbHy CYTHICTH MOBHM Ta MoTpeda y BHKOPHUCTAaHHI iHQOpMAIiiHUX TEXHOJOTIH Y JIHIBICTHYHHX
JOCITI/DKEHHSIX. 3anpolOHOBAaHUM y CTaTTi aHANTHYHUHA MiJXifJl 70 y3araJbHEHHsS ICHYIOYHMX 3J00yTKIB TEOPETHYHOI
JIHHTBICTUKY 3 OIJISIIy Ha NMEPCIEeKTUBH iX BUKOPHCTAHHS JJIsl 33JI0BOJICHHSI MOTPe0d 1HIIMX rajy3eld CYyCHUIBHOTO OYyTTS
JIFOTMHE YMOXITMBHUB BHOKPEMIICHHS TPHOX IMiJXO/IB 0 BHBYCHHS MOBH: MOBa SK CTaH, MOBa SIK JisSUTbHICTh, MOBA SIK
3MiHa. Y MeXax MepIIoro MiJX0/ly MOBY pO3MIISAaEMO Y 1i 3B’5I3Ky 3 KOHKPETHHM 1HAMBIZIOM (MOBa SIK yMKa 1 ik popma
NoBe/liHKK) a00 He3aJexXHO Bij iHIMBiga (MOBa SIK CTPYKTypa i sIK cHMCTeMa KoMyHikauii). Jpyruii miaxim — MoBa sk
JISUTBHICTh — JIA€ MOXJIMBICTh BUBYATH MOBY SIK JisUIBHICTH CBIZIOMOCTI Ta JAisUIBHICTH MO3KY, PO3MEXKOBYIOUH y TaKHA
cnoci0 ICUXOJIHIBICTUKY ¥ HEHpOMIHrBicTHKY. MOBY SIK 3MiHY JOCIIIKYIOTh 32 JOIIOMOTOI BUCBITIIEHHX Y TPETHOMY
MiAXO/I METOJIB IeHEepaTHBHOI JIIHIBICTHKH, apeaJibHOI i KOHTPaKTUBHOI JIiHTBicTHKU. HaBenena y craTti cucrema
KOHIIENTYaJIbHUX OPIEHTHPIB 1 rajy3eBOr0 pO3TalyXKeHHS CIPHUAE HAYKOBOMETPHYHOMY CTPYKTYPYBAaHHIO Cy4acHOI
MIPUKIIAJHOT JTIHIBICTUKH Ta BCTAHOBJICHHIO ii 4iTKUX HAYKOBUX IPIOPUTETIB 1 MEPCIIEKTHB MOAJBIIOr0 PO3BUTKY.

KoarwouoBi ciioBa: npukiiaHa JIiHTBICTHKA, MOBA, CTaH, JisUTbHICTh, 3MiHA.

Bucky6 Hpuna. S3pIKk NpUKIATHON JMHITBUCTHKHM: HCTOpHYecKHe NepcmeKTHBBI. [IpoaHanmsmpoBaHbI
KJIFOYEBbIC TEHJEHIIUH (OPMHUPOBAHUS OOJACTH MPHUKIAJHON JMHIBHCTHKH B UCTOpHYECKOM pakypce. CoBpeMeHHas
MpUKIaJHAs JUHTBUCTHKA KaK aKaJeMH4ecKas AUCIUIUIMHA TpeijiaraeT pa3iinyHble WHTETPAaTHBHBIE MEXaHU3MBI
COCYIIECTBOBAHUSI Pa3HOOOPA3HBIX JIMHTBUCTHYECKHUX IIKOJ HMCXOMS M3 JBYX OCHOBHHUX MOCTYJIATOB, Oe3arelsiMOHHO
BOCIPUHHUMAIOIIIXCS BCEMU HAYYHBIMH JTMHTBUCTUYECKIMHU TPAJUIMAMH, 2 IMEHHO: UIes 0 HEMaTePHCIBHON CyITHOCTH
sI3bIKA W HEOOXOMUMOCTH HCIIONB30BaHUsI WH()OPMALMOHHBIX TEXHONOTMHA B JIMHIBUCTUYECKUX HCCIEOBAHUSX.
[IpennmoxeHHBIH B CTaThe AHANUTHYECKAH TOXOX K OOOOMMIEHHIO CYIIECTBYIOUINX JOCTPYIKEHUH TEOPETHIECKON
JUHTBUCTUKA B CBSI3U C TNEPCHEKTHBAMH WX HCIONB30BAaHUS [UIA YIOBIECTBOPEHHS MOTPEOHOCTEH APYIHX OTpacieit
o0mIecTBeHHOro OBITHS YeNOBeKa JaeT BO3SMOKHOCTh BBIICIUTH TPH TOAXONA K M3YUEHHUIO S3bIKA: S3BIK KaK COCTOSHUE,
SI3BIK KaK JIEMCTBHUE, S3bIK KaK M3MeHeHwe. [Ipu HMCIIOnp30BaHUM TEPBOTO IMOAXOAA SI3BIK paccMaTphBaeM B CBSI3U C
KOHKPETHBIM WHAWBUAYYMOM (SI3BIK KaK MBICIb U KaK MOBENEHHE) WM K€ HE3aBUCHMO OT WHAWBHAYyMa (S3BIK Kak
CTPYKTypa M KaK CHCTeMa KOMMYHHUKAIHN). BTopo moaxon — s3bIK KaK JIEHCTBUE — AaeT BO3MOKHOCTB M3y4aTh SI3BIK KaK
pabory co3HaHUS U PabOTy MO3ra, HA OCHOBAHWHU YEr0 Pa3IN4aroT MICHXOIMHTBICTUKY U HEHPOIWHTBHUCTHKY. SI3BIK Kak
W3MEHEHHE SBJIETCS MPEIMETOM HW3YYEHHUS MOPOXKIAIOMIeH TpaMMATHKH, apeallbHOW W KOHTACTHBHOM JIMHTBHCTHUKH.
[IpencraBnenHass B CTaThe CHCTEMa KOHIICTITYAIbHHX OPHUEHTHPOB W HAINPABICHWN B JHHTBHCTHKE CIOCOOCTBYET
HAYYHOMETPUIECKOMY CTPYKTYPHPOBAHHIO COBPEMEHHON NPUKIAJHOW JHHTBUCTHKH, a TAKKE YCTAHOBICHHIO YETKHX
MIPUOPUTETOB U MEPCIEKTUB TOCIESAYIOIINX HCCISIOBAHIA.

KiroueBble cj10Ba: pUKIIagHAs TUHTBUCTHKA, S3BIK, COCTOSTHIE, ICATCILHOCTh, H3MEHCHHE.
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