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METHODS OF MEASUREMENT OF AVIATION DETAILS
WITH USAGE OF ROBOTIC VISION COMPLEXES

In given article are described methods of image analysis. Image analysis is the term that is used to embody the
idea of automatically extracting useful information from an image of a scene. The more commonly used image
analysis techniques include template matching, statistical pattern recognition, and the Hough transform. ap-
plication. Techniques vary across a broad spectrum, depend-ing on the complexity of the image and, indeed,
on the complexity of the information to be extracted from it. The important point regarding image analysis is
that this information is explicit and can be used in subsequent decision making processes.
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Introduction

The important point regarding image analysis is that
this information is explicit and can be used in subsequent
decision making processes. Techniques vary across a
broad spectrum, depending on the complexity of the
image and, indeed, on the complexity of the information
to be extracted from it. The more commonly used image
analysis techniques include template matching, statistical
pattern  recognition, and the Hough transform.
Unfortunately, this classification is not particularly useful
when one is trying to identify a technique for a potential
application. However, we can also classify the types of
analysis we wish to perform according to function. There
are essentially three types of things we would wish to
know about the scene in an image. First, we might wish
to ascertain whether or not the visual appearance of
objects is as it should be, i.e. we might wish to inspect the
objects. The implicit assumption here is, of course, that
we know what objects are in the image in the first place
and approximately where they are. If we don't know
where they are, we might wish to find out. This is the
second function of image analysis: location. Note that the
location of an object requires the specification of both
position and orientation (in either two dimensions or
three dimensions). Also, the coordinates might be
specified in terms of the image frame of reference (where
distance is specified in terms of pixels) or in the real
world where distances correspond to millimetres, say.
The latter obviously necessitates some form of
calibration, since initial measurements will be made in
the image frame of reference. Finally, if we do not know
what the objects in the image are, we might have to
perform a third type of analysis: identification.

If the objective of the image analysis is to find ob-
jects within the image and identify, or classify, those
objects then an approach based on statistical decision

theory may be the most appropriate route to take. The
central assumption in this approach is that the image
depicts one or more objects and that each object belongs
to one of several distinct and exclusive pre-determined
classes, i.e. we know what objects exist and an object
can only have one particular type or label.

1. Template matching

Many of the applications of computer vision simply
need to know whether an image contains some previously
defined object or, in particular, whether a pre-defined
sub-image is contained within a test image. The sub-
image is called a template and should be an ideal repre-
sentation of the pattern or object which is being sought in
the image. The template matching technique involves the
translation of the template to every possible position in
the image and the evaluation of a measure of the match
between the template and the image at that position. If the
similarity measure is large enough then the object can be
assumed to be present. If the template does represent the
complete object for which you wish to check the image,
then the technique is sometimes referred to as 'global
template matching', since the template is in effect a global
representation of the object. On the other hand, local
template matching utilizes several templates of local fea-
tures of the object, e.g. corners in the boundary or charac-
teristic marks, to represent the object.

1.1. Measures of similarity

Apart from this distinction between global and lo-
cal template matching, the only other aspect which re-
quires detailed consideration is the measure of similarity
between template and image. Several similarity meas-
ures are possible, some based on the summation of dif-
ferences between the image and template, others based
on cross-correlation techniques. Since similarity meas-
ures are widely used, not just in this image template
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matching situation, but also for evaluation of the simi-
larity between any two signatures (i.e. characteristic
signals), such as when comparing shape descriptors, it is
worth discussing these similarity measures in more de-
tail. We will look at measures based on Euclidean dis-
tance and cross-correlation.

A common measure employed when comparing
the similarity of two images (e.g. the template t(i,j) and
the test image g(i,j) is the metric based on the standard
Euclidean distance between two sectors, defined by:

E(m,n)=\/{§§[g(i,j)—t(i—m,j—n>]2}. (1

The summation is evaluated for all i such that (i -
m) is a valid coordinate of the template sub-image. This
definition amounts to translating the template t(i, j) to a
position (m,n) along the test image and evaluating the
similarity measure at that point.

The similarity measure based on the Euclidean
distance is quite an appealing method, from an intuitive
point of view. To see why, consider a complete one-
dimensional entity, e.g. size (represented by, say,
length). To compare the difference in size of two ob-
jects, we just subtract the values, square the difference
and take the square root of the result, leaving us with
the absolute difference in size:

2
d= (s -s2)] - 2
Extending this to the two-dimensional case, we
might wish to see how far apart two objects are on a
table, i.e. to compute the distance between them. The
difference in position is simply:

=Pt e
Similarly, in three dimensions

dz\/[(x‘ X)) +(y1-¥2) + (7 —Zz)zJ N C)

Thus, when searching for a template shape, the tem-
plate is effectively moved along the test image and the
above template match is evaluated at each position. The
position (m, n) at which the smallest value of E(m,n) is
obtained corresponds to the best match for the template.

Before proceeding to discuss the mechanism by
which we can classify the objects, let us first take a
look at some representative features that we might use
to describe that object.

Most features are either based on the size of the
object or on its shape. The most obvious feature which
is based on size is the area of the object: this is simply
the number of pixels comprising the object multiplied
by the area of a single pixel (frequently assumed to be a
single unit). If we are dealing with grey-scale images,
then the integrated optical density (IOD) is sometimes
used: it is equivalent to the area multiplied by the aver-
age grey-level of the object and essentially provides a
measure of the 'weight' of the object, where the pixel
grey-level encodes the weight per unit area.

2. Components of a statistical pattern
recognition process

There are effectively three components of this
type of pattern recognition process: an object isolation
module, a feature extraction module, and a classifica-
tion module. Each of these modules is invoked in turn
and in the order given, the output of one module form-
ing the input of the next. Thus, the object isolation
module operates on a digital image and produces a rep-
resentation of the object. The feature extraction module
then abstracts one or more characteristic features and
produces (so-called) feature vector. This feature vector
is then used by the classification module to identify and
label each object.

Since we will be covering some of these topics
again in more detail later on, e.g. methods for object
isolation and description, we will just give a brief over-
view of the representative techniques at this stage.

Object isolation, often referred to as 'segmenta-
tion', is in effect the grouping process which we dis-
cussed in the preceding chapter. The similarity measure
upon which the grouping process is based in this in-
stance is the grey-level of the region.

3. Simple feature extraction

Most features are either based on the size of the
object or on its shape. The most obvious feature which
is based on size is the area of the object: this is simply
the number of pixels comprising the object multiplied
by the area of a single pixel (frequently assumed to be a
single unit). If we are dealing with grey-scale images,
then the integrated optical density (IOD) is sometimes
used: it is equivalent to the area multiplied by the aver-
age grey-level of the object and essentially provides a
measure of the 'weight' of the object, where the pixel
grey-level encodes the weight per unit area.

Quite often, the distance around the perimeter of
the object can be useful for discriminating between two
objects (quite apart from the fact that one can compute
the area of the object from the perimeter shape). De-
pending on how the object is represented, and this in
turn depends on the type of segmentation used, it can
be quite trivial to compute the length of the perimeter
and this makes it an attractive feature for industrial vi-
sion applications.

Features which encode the shape of an object are
usually very useful for the purposes of classification
and because of this, has been entirely given over to
them. For the present, we will content ourselves by
mentioning two very simple shape measures: rectangu-
larity and circularity. There are two popular measures
of rectangularity, both of which are easy to compute.
The first is the ratio of the area of the object to the area
of the minimum bounding rectangle:

R = Aobject/Amin.bound.rectangle . (5)
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This feature takes on a maximum value of 1 for a
perfect rectangular shape and tends toward zero for thin
curvy objects.

The second measure is the aspect ratio and is sim-
ply the ratio of the width of the minimum bounding
rectangle to its length:

Aspect ratio = Wmin.bound.rectangle/Lmin.bound.rectan gle * (6)
The most commonly used circularity measure is the
ratio of the square of the perimeter length to the area:

C= Aobject/ngject : (7)
This assumes a maximum value for discs and

tends towards zero for irregular shapes with ragged
boundaries

Conclusion

The final stage of the statistical pattern recogni-
tion exercise is the classification of the objects on the
basis of the set of features we have just computed, i.e.
on the basis of the feature vector.

If one views the feature values as 'coordinates' of
a point in n-dimensional space (one feature value im-
plies a one-dimensional space, two features imply a
two-dimensional space, and so on), then one may view
the object of classification as being the determination
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of the sub-space of the feature space to which the fea-
ture vector belongs. Since each sub-space corresponds
to a distinct object, the classification essentially ac-
complishes the object identification.

For example, consider a pattern recognition appli-
cation which requires us to discriminate between nuts,
bolts, and washers on a conveyor belt.

Assuming that we can segment these objects ade-
quately, we might choose to use two features on which
to base the classification: washers and nuts are almost
circular in shape, while bolts are quite long in compari-
son, so we decide to use a circularity measure as one
feature. Furthermore, washers have a larger diameter
than nuts, and bolts have an even larger maximum di-
mension.

Thus, we decide to use the maximum length of the
object (its diameter in the case of the nuts and washers)
as the second feature.

If we then proceed to measure these feature values
for a fairly large set of these objects, called the training
set, and plot the results on a piece of graph paper (rep-
resenting the two-dimensional feature space, since there
are two features) we will probably observe the cluster-
ing pattern shown in fig. 1 where nuts, bolts, and wash-
ers are all grouped in distinct sub-spaces.
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Fig. 1. Feature space

At this stage, we are now ready to classify an un-
known object (assuming, as always, that it is either a
nut, a bolt or a washer). We generate the feature vector
for this unknown object (i.e. compute the maximum

Circularity

dimension and its circularity measure A/P2) and see
where this takes us in the feature space (see fig. 2).

The question is now: to which sub-space does the
vector belong, i.e. to which class does the object belong?
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Fig. 2. Coordinates of unknown object in the feature space
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One of the most popular and simple techniques, the
nearest-neighbour classification technique, classifies the
object on the basis of the distance of the unknown object
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vector position from the centre of the three clusters, choos-
ing the closest cluster as the one to which it belongs. In
this instance, the object is a nut (see fig. 3).
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Fig. 3. Nearest neighbour classification

This technique is called, not surprisingly, the
nearest-neighbour classifier. Incidentally, the position
of the centre of each cluster is simply the average of
each of the individual training vector positions.
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HOJIIMIIEHHA BI3YAJIBHOI SIKOCTI IM®POBOI'O 306PAXKEHHS HIJIAXOM
HOEJIEMEHTHOI'O IEPETBOPEHHSA

O.B. bopkoecvkuii

VY naHifl cTaTTi OMMCaHi METOJM aHaNi3y 300pakKeHHs. AHalli3 300paKeHHS - TEPMiH, KW BHKOPUCTAHHH,
100 BTUTUTH 1JIeF0 aBTOMAaTHYHOT'O BIJTyYEHHsI KOpUCHOI iH(popMalii Bl 300pakeHHs ClieHH. PO3IIISTHYTI METOTUKN
aHaJTi3y 300pa)KeHHsI CKJIaIalOThCs 31 CITIBCTABIICHHSIM 3 MIA0JIOHOM, CTATUCTUYHE PO3ITi3HABAHHS Ta — MEPETBOPEH-
Hia [ayca. MeToauku aHali3y 300paKeHb 3MIHIOIOTBCS B 3IEKHOCTI BiJl CKJIATHOCTI 300pakeHHS TaKOXK BiJl METO-
Jla 32 SIKMM OTpUMaHe 300pakeHHs Oyae 00poOIsATHCS ISl TOAAIBIIOr0 MPUHHSTTS pillleHHs. BakuBuM acriekTom
BiJTHOCHO aHaJIi3y 300pa)keHHsI € Te, IO sl iHpOpMaIlisl € SBHOIO Ta MOXXe OyTH BHKOPUCTaHa Y MOJAIIBIINX MpOILIe-
cax IPUHAHSTTS PilICHHS.

Karouosi cioBa: inenTudikaiiis, BUSHaYeHHsI, 11a0JI0H, 1 poBe 300paKEeHHSI.

METO/1bl U3BMEPEHUSI ABUAITMOHHBIX JTETAJIENA
C IOMOIIBbIO POBOTOTEXHUYECKHUX KOMIIVIEKCOB

A.B. Bopkosckuii

B naHHOI cTaThe ONMHCAHHBIE METOJBI aHAIU3a N300paKeHHs. AHAIU3 M300paXKeHHs - TEPMUH, KOTOPBIA HC-
MOJIb30BaH, YTOOBI BOILIOTUTH HICK ABTOMATHYECKOrO M3BJICUEHHs MOJI€3HOW MH(pOPMAIIMK OT W300paXkeHus Clie-
HbI. PaccMOTpeHHbIC METOMUKY aHATN3a M300paKeHHUs BKIIIOUAIOT CPaBHEHHE C MIAOJIOHAMH, CTATHCTHYECKOE pac-
Mo3HaBaHKe 00pa3oB U — mpeobdpaszoBanue ['aycca. MeTonuKy aHaIu3a U300paKEeHN# U3MEHSIOTCSI, B 3aBUCHMOCTH
OT CJIOKHOCTH M300paKEHHs M a TAaK)Ke OT METO/a aHa/lu3a IOJyYeHHOr0 H300pakeHUs U AabHEHIIEr0 TPUHIATHSI
petienust., BaKHBIM acleKT OTHOCHUTEIBHO aHAIW3a M300pPa)KEHUs] — TO, YTO 3Ta WH(OpPMAIUS SIBISETCS SBHOU U
MOYKET MCIOJIb30BATHCS B MOCIIEIYIONINX MPOLECCAX MPUHSATHUS PEIIEHHIA.
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