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PROBABILISTIC AND STATISTICAL METHODS OF RISK
ANALYSIS IN THE INVESTMENTS EFFECTIVENESS EVALUATION
AND THEIR APPLICATION IN BUSINESS PRACTICE

The article provides an assessment of the application of probabilistic and statistical methods
of risk analysis in evaluating the investments efficiency by companies in Poland. Current econom-
ic knowledge concerning the risk assessment of the undertaken investments allows estimating the
potential negative consequences of risk and incorporate them in pre-investment plans. The use of
quantitative methods' achievements in this field allows minimizing the impact of risks, which can
lead to failure of business ventures. However, the research carried out by the authors indicated their
little use by enterprises in Poland, even big ones, which confirms the conclusions derived from the
studies conducted in other countries in this area. It is alarming that in spite of the development of
science and improved techniques applied in risk assessment, their common use is still low.
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ITaBen Mepao, Pooepr lankesnd, Anna OcTpoBchbka-/laHKeBHY
MNMOBIPHICHO-CTATUCTUYHI METOAU AHAJII3Y PU3UKY
ITPU OLHIIHIOBAHHI EOEKTUBHOCTI IHBECTI/IHIﬁ
TA IX BUKOPUCTAHHA Y BI3HECI

Y cmammi npoanaaizoeano pieenv 6UKOPUCMAHHA UMOBIPHICHO-CMAMUCIUYMHUX MemO00i6
anaaizy pusuKy npu ouinioeanHi egpexmuenocmi ineecmuuiii nionpuemcme 6 Iloavwi. Axmyaaoni
EKOHOMIMHI 3HAHHA, WO CMOCYIOMbCA OUIHIOBAHHS PUBUKY PO3NOMAMUX iHEeCmuyiiiHux 3axoois,
003601410Mb  PO3PAXOGYEAMU MONCAUGL He2amueHi HAcCAiOKu pusuxky i O6pamu ix 0o yeazu 6
nepedingecmuuiiinux npoexmax. Buxopucmannsa docsienens xiavkicnux memodie y uiii o6aacmi
HAO0ArOMb MONCAUGICHIL 3HAUHO MIHIMIZyeamu HACAIOKU 3a2po3, AKI MOXCymb npuseecmu 00
3akpumms nionpuemcmea. Ilposedeni docaidncenns nokazaiu ix MiHIMaAAbHE GUKOPUCHMIAHHA
nionpuemcmeamu ¢ Iloavwi, naeimv Haibirvwumu, wWo niOMeEepoOsCye 6UCHOGKU, SAKI
GUNAUGAIONb 3 NPOBEOCHUX 6 IHWUX KpPaiHax 00caioxwcenv y uvomy wanpamky. Hacmopoxcye
daxm, wo, nHe3saxcaroMu Ha po3GUMOK HAYKU | GOOCKOHAAEHHS MemoouK, sKi
GUKODPUCMOGYIOMYbCA NPU  OUIHIOBAHHI PUSUKY, PO3NO0GCIO0NCEHICMb IX GUKOPUCMAHHA
3aAUMAEMBCA HUZLKOIO.

Karouogi caosa: ineecmuuii, egpexmugHnicmo ineecmuyiil, OYiHKa puuKy.
Dopm. 18. Taba. 2. Puc. 2. lim. 12.
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BEPOATHOCTHO-CTATUCTUYECKHWE METO/IbI AHAJIN3A
PUCKA ITP OHEHKE DOO®EKTUBHOCTHU I/IHBECTI/IHI/Iﬁ

N NX UCITOJIb30BAHUE B BU3HECE

B cmamve nposeden anaauz ypoeHs ucnoab3o6anusi 8eposmHOCHHO-CIAMUCIUYECKUX
Memodoé anaiuza pucka npu ouernke 3pghexmuenocmu unéecmuyuii npeonpusmuii ¢ Iloavwe.
Axmyaavnole 3IKOHOMuUMECKUe 3HAHUA, KAcAOWuecss OUEHKU DPUCKA HAYUHAEMBIX
UHBECMUYUOHHBIX MepOnpuAmuil, N0360410M PACCHUMBIGAMD GO3MONCHbIE HEe2AMUGHbLE
nocaeocmeust pucka u NPUHUMAMb UX 60 GHUMAHUE 6 NPeOUHBECHUUUOHHLIX NPOEKMmAXx.
Hcnoav3oeanue docmuiceHuli KoauuecmaeeHHbIX Memo0dos 6 3moi 06aacmu 0aem 603MONCHOCHb
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SHAYMUMEABHO MUHUMUZUPOBANTL NOCAEOCMBUSL Y2PO3, KONOPbIe MO2Ym NPUGECHU K 3AKPbIMUIO
npednpuamus. Ilposedennvie ucciedoéanus noKasaiu ux MUHUMAAbHOE UCNOAb306AHUE
npeonpuamusmu ¢ Iloavwe, daxce camvimu Kpynuoimu, ¥mo noomeepiycoaem 6bvL800bl,
ucxoosiwue u3 npPoBedeHHbLIX 6 Opy2UX CMPAHAX UCCAC008AHUI 8 >MOM HANPABACHUU.
Hacmopaxcusaem paxm, umo, Hecmomps Ha pazeunmue HAYKU U COGEPULEHCMBOBAHIE MeMOOUK,
UCNO1b3YeMbIX NPU OUeHKe PUCKA, PACHPOCIPAHEHHOCb UX UCNOAb306aHUSA OCINACMC HUKOU.
Karouesvie caoea: unsecmuyuu, ¢pghexmusnocms uHeecmuyuil, OUeHKa pucka.

I. Introduction and theoretical issues

Uncertainty and risk are inherent characteristics of each investment. The success
of any undertaken investment project depends mainly on identifying and quantifying
the potential opportunities and threats. Investment decisions are burdened with a
greater or lesser degree of risk. This is due to the fact that:

— making decisions very rarely takes place when the decision-maker knows all
the possible outcomes of the action subjected to the choice (i.e. in conditions of cer-
tainty);

— while making the decision one often has only a part of the desired informa-
tion;

— the decisions are largely based on a forecast of future activities;

— each forecast is only an approximation of a future reality.

Together with the growing uncertainty about the outcome of the undertaken
investments, a variety of methods to reduce the risk formed. In the literature there are
many approaches to risk assessment, as well as many attempts to classify them. It
should be noted that in spite of the range and the complexity of construction, one can
distinguish two types of methods:

1) the methods which allow to estimate the scale of the risk;

2) the methods only informing about the potential risk aiming at minimizing its
effects on investment.

The first group of methods to estimate the risk scale uses the achievements of sta-
tistics and probability theory, therefore, a group of these methods can be described as
probabilistic and statistical methods, and the second group as non-probabilistic
methods.

The probabilistic and statistical methods enable directly to assess the degree of
risk borne by the investor. These methods may include in particular:

— effectiveness account with the use of statistical measures (standard deviation,
variance, variation coefficient);

— decision trees;

— simulation methods.

The use of statistical measures in investment efficiency account results in an
analysis of the key measures of the dispersion of a random variable around its expect-
ed value, i.e.:

— standard deviation;

— variance;

— coefficient of variation (Jozwiak, Podgorski 1994).

The expected value is an average value for the random variable. For the discrete
random variable in case of economic account one can specify the following formula:
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n

E(X)zzxixpi (1)
=1
where p; — the probability function of a random variable X taking values
x4(i=1,2,...n).
Thus, the expected value of NPV can be described as:
E(NPV)= ZNPV,. xp; ?2)

For the same values of efficiency (e.g. NPV) the different level of dispersion indi-
cates a more risky project. The basic measure of dispersion is the variance. The vari-
ance of X is defined as the weighted average of the deviations squares of each variable
from its expected value, where the weights are the probabilities of the events.

D?(X)=E[X - ]-z[x ~E(X)P *p, 3)

The variance has always non-negative values, where as the value equals to 0 only
if all possible results are the same. In this case, there is uncertainty about the future
outcome, so the decision is not subjected to risks. In other words, the risk is equal to
zero. The higher the variance, the greater the risk of making a particular decision
(Zelias, 1998).

Due to the fact that in case of variation the deviations from the expected value
are raised to a square, the most convenient category from the point of view of inter-
pretation is the standard deviation.

The standard deviation is the square root of the variance and is defined by the

formula:
D(X)=E[X -E(X))? \/ [x; —E(X)F xp; 4)

Just as the variance, standard deviation has non-negative values. When the stan-
dard deviation equals 0, it means there is no risk. This risk increases with the standard
deviation.

The fact of squaring deviations from the expected value causes that in case of
large individual variations may be an overstate of the level of the surveyed investment
risk (Smith, Pielichaty, Quilt, 1999). In such cases it may be appropriate to use the
average deviation category:

n
RX)= p, x|x; ~E(X)| (%)
=

The average deviation is a weighted average of absolute values of deviations of the
random variable x; from the expected value. Like in the previous category, the level of
risk incurred increases with increasing rate.

In the analysis of the above ratios both the positive and negative deviations from
the expected value are treated in the same way. However, the negative deviation indi-
cates an undesirable situation for the investor, and the positive deviation of the win-
win situation. Thus, it is appropriate not only to examine the degree of dispersion, but
also its asymmetry. Left-handed asymmetry of the distribution will inform about the
advantage of the possible results higher than the expected value, while the right-hand-
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ed asymmetry signals about the lower results. To determine the degree of asymmetry
understood as the degree of deviation of the distribution from the symmetric distri-
bution, the third order central moment is used. The asymmetry coefficient is defined
by:

: (6)
where L5 — third order central moment.

If the asymmetry index is positive, the right-handed asymmetry occurs and when
it has a value less than 0 — its an example of the left-handed asymmetry.

The third order central moment is the expected value of the function
g(x)=[X-E(X)]® of this variable (Jozwiak, Podgorski, 1994). For the discrete variable
it takes the following form:

Hg = i[x, -E(X)]* xp, (7)

An alternative to the asymmetry coefficient may be the use of semi-variance and
standard semi-deviation, which take into account only the negative deviations from
the expected value (Zelias, 1998). Semi-variance is defined as:

D2(X)= S p,xd?, (8)
072,
where d; — negative deviation from the expected value
d = when X; 2 E(X)
i ;. —E(X), when x; <E(X)

Standard semi-deviation that will inform how much on average the results would
deviate from the expected value in case on unfavorable economic condition is presented as:

D,(X)= |3 p, xd? ©)

The standard deviation and variances show the absolute values of differences, but
do not demonstrate the relationship between the dispersion and the expected value.
The measure which allows for such a comparison is the coefficient of variation
(Nowak, Pielichaty, Poszwa, 1999). For projects which vastly differ in scale, the use
of this index seems to be much more appropriate. Taking into account the standard
deviation, the index takes the form:

V(X)=——, 10
%) E(X) (10)
while we will consider the average deviation:
R(X)
V(X)=——-. 11
(X) D(X) (1)

These ratios are measures of a relative risk. As other measures of dispersion they
take non-negative values. Along with their increase the risk goes up as well.

The obvious difficulty is the use of statistical measures is probability estimation
(Bednarski, Wasniewski, 1996). However, due to the knowledge of the market, using
the experience of the past, it is possible to build a probability distribution of the
expected results of the project.
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Here it may be useful to apply the decision trees and dendrites of risk. They are
mapping a set of possible states of the real and the interrelated ones in such a way that
the existence of a particular state is conditioned by what had happened before, and
allows for the existence of a particular set of successive states. States, which are rep-
resented by the branches of the tree correspond to different values of the random vari-
able representing an economic effect. In case of a decision tree the branches repre-
sent alternative decision-making, whereas in case of the dendrite risk, the states are
just random events (Starczyk, Glowacz, 1997). In case of a decision tree, the decision
is indicated by means of a square, from which the extended branches represent alter-
native measures. However, with the help of the circle, which extend the branches rep-
resenting the possible outcomes, random events are defined. Assigning to each event
a certain probability to occur, it is possible to quantify the risk by calculating the prob-
ability of each of the situations represented by each terminal branch.

The main disadvantage of this method is that a very large expansion of trees in
case of complex investments, and hence the need for a large number of assumptions,
many of which are subjective in nature (Marcinek, 2001). However, the most impor-
tant advantage is the transparency and clarity of the analysis.

A more advanced technique is represented by simulation methods. These meth-
ods rely on constructing models that describe the structure and functioning of the
researched system (e.g. investment project) in a mathematical way and then repro-
duce with these models the successive states of the analyzed system in order to deter-
mine its properties. In case of an investment project it is possible to examine the
impact of several variables and to get the data determining the probable pattern of
behavior of the considered investment project (Marcinek, 2001). The most common-
ly used simulation method in the analysis of investment risk is the Monte Carlo
method. It involves the repetition of the procedure for calculating the value of the
investment performance indices (e.g. NPV) according to the model for randomly
generated uncertain variables affecting the value. In this analysis, in contrast to the
non-probabilistic methods, uncertain variables are considered together, taking into
account the relationship between them. The simulation cycle consists of 5 main stages
(Ostrowska, 2002):

— model construction of the investment project, which extracts the most rele-
vant variables and relationships between them;

— establishing a hypothetical distribution of probable values for each variable
burdened with uncertainty;

— random selection of the vales from the hypothetical distribution of an uncer-
tain variable and the setting the baseline;

— conducting a specific series of simulation experiments to obtain different
values of the output variable;

— determining the empirical distribution of the output variable value obtained
from a series of simulation experiments and estimation of this distribution.

Simulation methods are one of the most effective tools due to the simultaneous
consideration of several variables, but their widespread use is limited with the high
degree of complexity and thus the high cost of this type of analyses.

In spite of the variety of methods which may affect the assessment of the risks of
the investments undertaken their use is limited. This is not a problem only for Poland
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but in the whole world. The studies conducted in the UK among 236 companies
demonstrated that 65% of companies did not use any methods of risk assessment
(Graham, Harvey, 2001). Prior to the transformation of the economy in a centralized
market system and the initial phase of transformation in Poland, such studies were
not necessary. Currently taking into account regional economic integration they are
useful on the micro-, regional and national levels. There is a need for theoretical and
practical research to develop similar activities in Poland. The main goal of this paper
is to diagnose the degree of application of these methods to assess the risk involved in
business ventures by the Polish companies.

I1. Research methodology

In order to assess the degree of use of the above methods in economic analysis a
research among 500 companies was conducted. The study focused on five sectors with
the greatest capital expenditures. Such narrowing of the field of studies was predeter-
mined, on the one hand by a multitude of businesses that could be potential objects
of research, and on the other one, such a choice was related with the purpose of the
paper for which the observation of objects undertaking the development projects was
necessary. The following selected five sectors were:

— industrial manufacturing,

— real estate and business, science

— trade and service,

— transport, storage and communication,

— construction.

Companies which are the object of studies were divided by means of cluster
analysis (k-means method) into three groups:

— small enterprises,

— Dbig enterprises,

— middle enterprises.

Clustering was performed in four dimensions. As these dimensions were adopted:

— fixed assets,

— current assests,

— number of employees,

— revenue from the sale.

Companies with the lowest values of the tested variables were in the second clus-
ter. This cluster was identified as a 217-element group of the smallest companies in
the sample. In this group, the smallest deviations from the average has the number of
employees =0.38, and the greatest the fixed assets =0.58.

The largest values of the tested variables were characterized by a 93-element
cluster of three, identified as the largest group of companies in the sample. In this
group, the average of the tested variables is more than 2.5 times higher than the aver-
age in the group of small enterprises. The largest deviation from the expected value in
this group have revenues from the sale of about 1.46, and the smallest the number of
employees =0.67.

The middle group between the above is the first 190-element concentration,
which can be described as medium-sized enterprises. Here the largest standard devi-
ation is characterized by the number of employees of approximately 0.89, and the
smallest current assets are about 0.53.
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The respondents, on a 5-position scale from 0 to 4 (where 0 — never, 4 — always)
had the opportunity to indicate the frequency of using these methods. When applying
this type of scale one of the most frequently used measure is the arithmetic mean
(Graham, Harvey 2001). However, due to the fact that this ratio is not a very reliable
in case of asymmetric and multimodal distributions (Walesiak 1996) it was aban-
doned. As an alternative it was proposed an assessment of the probability of the
events. Using the classical definition of probability (Papoulis 1972), the probability
assessment can be defined as:

P(A)=w,, (12)
where: w; — relative frequency defined by the formula:
n.
w,. = _”
= (13)

n; — number of the events A; i=1,2,3,4,

n — number of the surveyed units.

For this purpose there were calculated the relative frequencies of the events A,
Ay, Az, Ay, As, Where:

— event Al — indication on the scale "4",

— event A2 — indication on the scale "3",

— event A3 — indication on the scale "2",

— event A4 — indication on the scale "1",

— event AS — indication on the scale "0".
and the sum of events:

— ADOA,

— AOAOA,,
for all the enterprises and subgroups discrete in the cluster analysis. The sum of the
assessment of events probability in general can be written as (Xanba, 1956):

PAOAO...0A)=PA)+P(A)+..P(A,)-P(A nA)-P(A nA;)-...
-PA,_ nA)+PANA NA)+PANANA)+.. (14)
W HPA, L, NA A+ HE)TTPANAN.NA)

Thus, respectively for the sum of events A1 A2 and Al A2 A3, the formula 14 will

be the following:

P(A/OA)=P(A)+P(A)-P(A n A,) (15)
P(A1 DAz DAS):P(A1)+P(A2)+P(A3)_P(A1 mAz)_P(A1 nAs)_
~P(A, N A))+P(A n A, N A;)

As in the survey form there are independent events, the formulas will be
(McClave, Benson 1988):

(16)

P(A, 0 A,) =P(A) +P(A;) a7)

P(A, OA, OA;)=P(A)+P(A,)+P(A;) (18)
II1. Research results
The surveyed entities had five risk assessment methods and "others" to choose
from. These methods were numbered as follows:
1) decision trees;
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2) variance, standard deviation;

3) coefficient of variation;

4) simulations;

5) game theory;

6) others.

Unfortunately, the results of research conducted by the authors are not optimistic.
The distributions of all responses were characterized by a very strong right-sided asym-
metry indicating a very poor use of such methods by the surveyed companies.

The studies showed that companies mostly apply simulation methods, are imple-
mented mainly by the biggest companies (Fig. 1, 2).

AlAZ
0,07
0,06 - ‘_
0,03 v - “
0,04 f" 5 - 0
= o3 -k ’ "A
0,02 L . o _ 7 — -
0.01 e ﬁ:;-%’// ——h
a . e ‘1’ N o= - i |
1 2 3 4 3 6
risk assessment methods
- Small enterprises ---#--- Medium enterprises
- -4-- Large enterprises —s¢— All enterprises

Sourse: Developed by the author’s.
Figure1. Relative frequency of the use of risk assessment methods — the sum
of events A1, A2

0.1 ATUAZUA3
0,08 A
0,06 R
3 0,04 S - D N
R i s e A
o1 S
1 2 3 4 3 6
risk assessment methods
~de Small enterprises ---4--- Medium enterprises
- - 4&-- Large enterprises —— All enterprises

Sourse: Developed by the author’s.
Figure2. Relative frequency of the use of risk assessment methods — the sum
of events A1, A2, A3

It is understandable as the complexity of the simulation methods is considerable,
which requires either to have the right department in the company which deals with
this type of analysis, which only the big companies can afford, or outsource the analy-
ses to the third parties, which is associated with significant costs. Probably smaller
companies that use these methods rarely decide to look the analyses in case of large
and significant investments.
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Due to the little use of risk assessment methods, the surveyed companies were
asked about the ways to reduce risk. Respondents on the 5-point scale from 0 to 4
(where 0 — no, four — always) indicated the degree of limitation among:

— risk avoidance and reduction of its sources and effects,
risk transfer (insurance, quarantees etc.),

— reserves use,

— others.

The research indicated very great care of all enterprises expressed in risk avoidance,
which the image is left-side asymmetry of the distribution of this variable (Table 1).

Table 1. Asymmetric distribution coefficients of measures to reduce the
negative effects of risk in the surveyed enterprises

Specification All enterprises | Large enterprises | Medium enterprises | Small enterprises
Avoiding risk -0,5692 57 -0,514526 -0,656320 -0,520286
Risk transfer 0,199356 -0,054519 0,144590 0,357318
Reserves use 0,651151 0415676 0,563400 0,852445

Sourse: Developed by the author’s.

For large companies, it is important to use the opportunities of risk transfer as it
is indicated by the left-side asymmetry (AS = -0.05), and the analysis of probability
assessment of sum of events Al A2 and Al A2 A3 — w; — equal respectively to 0.46

and 0.57 (Table 2).

Table 2. The relative frequencies of negative risk effects reduction

Reduction of negative risk relative frequency
effects Wiany | Wicany | Wiasy | Wicany | Wicas | Wicatvany | Wiatvanas

1. avoiding risk 0,290 | 0,269| 0204 | 0,129 | 0,108 | 0,559 0,763
Large |2. risk transfer 0,258 | 0,204 0,108 | 0,215 0,215 | 0,462 0,570
enterprises |3.reserves 0,054 | 0,204 0,194 | 0,118 | 0,430 | 0,258 0,452
4.others 0,000 | 0,000 0011 | 0,000 | 0,989 | 0,000 0,011
1. avoiding risk 0,279 1 0,300 0216 | 0,053 | 0,153 | 0,579 0,795
Medium |2. risk transfer 0,740,189 04184 | 0,437 | 0,316 | 0,363 0,547
enterprises |3.reserves 0,105 ] 0,111 0221 | 0,200 | 0,363 | 0,216 0,437
4.others 0,000 | 0,005] 0,005 | 0,011 | 0,979 | 0,005 0,011
1. avoiding risk 0,286 | 0,253] 0,226 | 0,074 | 0,161 | 0,539 0,765
Small  |2. risk transfer 0,161 | 0,134( 0,198 | 0,166 | 0,341 | 0,295 0,493
enterprises |3.reserves 0,083 | 0,101 0,157 | 0,207 | 0,452 | 0,184 0,341
4.others 0,005 | 0,000( 0,009 | 0,009 | 0,977 | 0,005 0,014
1. avoiding risk 0,284 | 0,274| 0218 | 0,076 | 0,148 | 0,558 0,776
All 2. risk transfer 0,184 | 0,168 0,176 | 0,164 | 0,308 | 0,352 0,528
enterprises |3.reserves 0,086 | 0,124 0,188 | 0,488 | 0,414 | 0,210 0,398
4.others 0,002 | 0,002| 0,008 | 0,008 | 0,980 | 0,004 0,012

Sourse: Developed by the author’s.

Also, medium and small companies often use this tool, which can be some kind
of a surprise — w; equal respectively 0,36 and 0,29 for the sum of events Al A2 and
0.55 and 0.49 for the sum of events A1 A2 A3. It can be concluded that the majority
of businesses, both large and small ones prefer to "be better safe than sorry” with the
reserves than to take a risk and try to limit the negative effects of other methods.

IV. Conclusions

The success of the implemented investment project is essential both for the com-
pany implementing the project, entities involved in its financing, as well as for the
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entire economy. Uncertainty and the related risk foster the companies to conduct
proper economic calculations in the planning of investment, which is obviously a fac-
tor that increases the chances of the investment success. The degree of the use of the
methods of identification and the investment risk assessment among the surveyed
companies is very small. It was discovered that among 500 surveyed, 358 (72%) had
never applied any assessment methods. The use of probabilistic and statistical meth-
ods, which as the only methods allow to assess the degree of risk borne by the investor
directly is even smaller. They are mostly used by the largest with the biggest money
resources but also those, which undertake the investment projects with high money
commitment. The most common statistical and probabilistic methods are simulation
methods which, although difficult and costly to develop, are characterized by high
reliability.
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