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QUALITY AND ECONOMIC EFFICIENCY
OF MACHINE TRANSLATION METHODS

Problems of using computer methods for text translation and its economical efficiency are
presented in this paper. Main methods of machine translation (M1), their characteristics and
quality are introduced. The paper presents a detailed model to calculate additional losses associat-
ed with the quality of translation. Experimental method of determining the model parameters is
presented. We also present the results of using the economical model to compare the efficiency of
different MT systems.
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AKICTb TA EKOHOMIYHA EQEKTUBHICTD
METOAIB MAIIIMHHOTI'O IIEPEK/IALY

Y cmammi npedcmaeaeno pesyromamu anaaizy npooaem GUKOPUCMAHHA KOMN FOMEPHUX
Mmemodieé nepexaady mexcmy i 1020 eKoHomiunoi eghexmuenocmi. Onucano ocHoGHI memoou
Mawunnozo nepexaady (MII), ixui xapaxmepucmuxu ma saxicmo. Po3po6aerno demaavry mooean
045 PO3PAXYHKY 000amKoeux eumpam, noe a3anux 3 pienem sxocmi nepexaady. Ilooano maxoxc
eKCNepuUMeHmalbHuil Memoo GU3HAYEHHs napamempie modeai. Y32003ceHo pezyabmamu
3aCMOCYBAHHA eKOHOMIMHUX MoOdeaell 0451 NOPIGHAHHSA ehexmuenocmi piznux cucmem MII.

Karouoei caoea: mawunnuii nepexaad, axicmo, eKOHOMIUHA epeKMUBHICMD.
Yanmep TykeeB, Mapexk Mujom, /luana Paxumona

KAYECTBO U DKOHOMUWYECKAA DOPEKTUBHOCTDH
METOJOB MAIIIMHHOI'O ITEPEBOJIA

Ilpo6aemobl ucnoav3osanus KOMHLIOMEPHBLIX Memo006 045 nepeeoda meKcma u ux
IKOHOMUHECKOU Ihhexmusnocmu npedcmaeaenst 6 3moii cmanmve. Onucanvt 0CHOGHBLE MemObL
Mmawunnozo nepeéoda (MII), ux xapaxmepucmuxu u xauecmeo. B cmamve npedcmaeaena
demaauzupoéannas mooeab 041 paciema OONOAHUMEALHLIX NOMEPb, CEA3AHHBIX C YPOGHEM
Kavecmeéa nepeeoda. IDKCnepUMEHMAAbHOIL Memoo OnpedeieHus napamempos mooeau
npedcmasaen 6 cmamoe. B nem makiice npusedenvt pe3yibmamol nNPUMEHEHUSL IKOHOMUHECKUX
Mmodeaeli 041 cpasnenus pphexmusnocmu pazauunotx cucmem MII.

Karouesvie caosa: mawunHblii nepegod, Kauecmeo, IKOHOMUHeCKas 3ghhekmugHocmeo.

Introduction. Researches in the field of machine translation (MT) are carried out
from the 50-s of XX century. At that time, many MT software applications (systems)
were created. The software implements a specific algorithm on a text to translate into
a given language pair L1 - L2, and given the direction of translation (for example: L1-
>L2). MT systems contain a bilingual dictionary with grammatical information,
which is necessary to make the transition of words from one language to the other. In
addition, they contain grammatical algorithms for the analysis of text using formal
grammar (Andy & Gawronska, 2007).
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Improvement of MT quality can be achieved through the use of a man in the
translation process. For example, some MT systems may translate more correctly, if
the words in the text, which are names, are clearly indicated (Fiederer & O'Brien,
2009). This process is called pre-translation. The man can also choose different vari-
ants of translation, the best in a particular situation. He/she may also improve the
translated text. This process is called post-translation.

Complex cognitive algorithms are used in MT. MT systems should analyse text
grammatically, semantically and syntactically (Rakhimov & Zhumanov, 2011). In this
analysis, the nature of a text and its authors should be taken into account. The same
language can have many variations depending on the location of use (urban / rural,
geographical region), social class, or cultural group (scientists vs. prisoners). The
same knowledge about the target language is essential. An important problem in MT
is the quality of translation. Of course, the more formal style of the document is, the
more accurate the translation would be (Specia et al., 2009).

MT methods and the assessment of results' quality. There are many MT methods.
The most important of them are (Callison-Burch et al., 2008) rule-based (transfer-
based, interlingual and dictionary-based), statistical, example-based and hybrid.
Hybrid methods usually combine the features of rule-based methods with statistics
ones.

The quality of translation is related to the quality of the transfer of meaning of a
text from one language to another. This quality can be evaluated using different char-
acteristics, such as accuracy, terminology correctness, intelligibility, naturalness, lin-
guistic correctness etc. There are many different methods to assess the quality of
translation. The most important are: reverse translating, comparison with a pattern,
transformation method, denotative method, surveys and error analysis on the linguis-
tic level (vocabulary, grammar). It should be noted that the nature of natural language
makes completely objective and fully formalized method of evaluation impossible,
although such attempts are made (Chan & Ng, 2008; Snow et al., 2008; Klein &
Manning, 2003). The most commonly used is the method of expert assessment,
despite its complexity and high costs.

Expert evaluation method of MT quality. In each method of quality assessment, it
is necessary to have metrics of characteristic measurement. Metrics for qualitative char-
acteristics are usually created artificially using a point scale. This metrics, if used con-
sistently, allows quantitative comparison quality of the evaluated systems. In assessing
the quality of MT results, 3 features are the most important (Tukeyev et al., 2011):

- lexical accuracy,

- syntactic correctness,

- sense correctness (meaning).

For each single sentence, every above-mentioned characteristic is evaluated on
the scale from 1 to 5 according to the criteria (Table 1). Total ratings point for a sen-
tence is an evaluation of the translation quality. The higher the value is, the higher the
quality is. A sentence can have the maximum of 15 points. To evaluate a MT system,
there should be a large number of translations and their evaluation should be statisti-
cally averaged (Tukeyev et al., 2011).
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Table 1. Quality evaluation scale in the expert method

Mark Lexis Syntax Meaning
(semantics)
1 All words translated The sentence structure is Incorrect translation
incorrectly entirely incorrect
2 1-2 words translated The sentence structure is Barely understandable
correctly incorrect, but there are 1-2 meaning of sentences
words used grammatically
correctly
3 About a half of words About a half of words are General sense is
translated correctly used grammatically understandable
incorrectly
4 There are 1-2 words Correct structure of sentence, The meaning of the
translated incorrectly but there are 1-2 words used translated text is
grammatically incorrectly understandable except
insignificant details
5 All words are translated Correct structure of a The meaning of the
correctly sentence translated text is
correct and
understandable

Source: (Tukeyev et al.,, 2011).

The economic model of losses caused by bad translation. Regardless the metrics
and the methods for measuring and evaluating the quality of MT, it is important eco-
nomically. Poor quality of translation makes the results impossible to understand in
an appropriate manner and requires corrections (post-translation) by a human trans-
lator (O'Brien, 2005; Paul et al., 2007). Editorial correction has a specific economic
dimension. It requires labour of a person with proper (usually high) qualifications.

During the economical analysis the M T software cost (defined as the cost of buy-
ing software licenses and the cost of its use) is relatively small and can be ignored.
Modern software for MT works very quickly and is often available for free. Even if
used as commercial software, the cost (due to very high speed of translation) spread
over a large number of texts translated, reducing the unit costs.

Costs of employee's productivity loss, related to poor quality of text translation,
can be calculated as the employer's cost of additional work made by employee-trans-
lator for correcting translation errors. So, it is possible to calculate it as (Milosz &
Milosz, 2005):

_ 52%TSK*TSU (1)

KRP,
NTR *TSP?

KRU

where:
KRU - average yearly cost of loss of productivity per one employee $/year;

TSK - average employee week work time with translation works, hour per week;

TSU - average employee week time loss due to translation errors, hour per week;

NTR - number of working weeks per year;

TSP - average employee week work time, hour per week;

KRP - yearly cost of employee work, $/year;

52 - number of weeks in a year.

If KRP=1, the formula (1) determines the percentage of loss of annual cost.

Usually, the amount of translation work is measured by standard pages. One
standard page contains 1800 characters (including spaces and punctuation).
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Workload of translators is measured in standard pages per day or week (CkoJibKoO,
2012). At the same time quality assessment uses a measurement of one sentence -
translation unit. Conversion factor page-sentence depends on the language (the tar-
get language is usually taken) and the type of text (technical, literary, simple and com-
plex sentences etc.).

Average employee week time loss due to translation errors may be calculated as
a time for its correction:

3 5
TSU=PPW*TUP*Y 3 (QLR; * ATC;), (2)
i=1j=1
where:
PPW - weekly load of employee in translation standard pages, pages per week;
TUP - conversion factor - average translation units per page, sentences per page;
i - type of errors - quality translation area assessment (1 - lexis, 2 - syntax, 3 -
meaning (semantics));
j - number of quality assessment level ( );
OLR;;- average quality level rate; it means percentage of errors of each type and
level in the whole translated text; % of the errors;
ATC}; - average time spent by an employee on correction of error due to its type
and level; hours per error.
For each of groups of errors types should be:

5
YQLR; =1,i=123. (&)
j=1

The economical model (formulas (1)-(3)) to calculate additional losses associat-
ed with the level of translation quality for particular firm/country and kind of trans-

lation work (in this case some parameters of model are known) can be presented as a

function of computer translator quality:

KRU =fQLR; ) )

To use the model to specific assessments, parameters of particular MT programs
should be determined experimentally. Diagram of such an experiment is shown in

Figure 1.

\ MT Translation @
Result Target Text
MT Correction
s

e
Errors (type, %)
Time Consumption (h/error)

Source: own elaboration.

Figure 1. Scheme of the experiment to determinate model parameters
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Experiment on quality assessment of different MT systems. To compare quality
of different MT systems, we use the source text in Russian in the volume of a standard
page (1735 characters without spaces, 279 words, 20 sentences, i.e. TUP = 20), com-
mon topic. The text was translated by 3 different MT systems into Kazakh. Two prod-
ucts used were Kazakh: Soylem (http://audaru.soylem.kz) and Sanasoft
(http://www.sanasoft.kz/a/node/60), and one Ukrainian: Pragma6
(http://online.translate.ua/ru). Their ranges of functionality and interface are simi-
lar.

To assess the quality of the translated texts, the expert method was used. After
translation of the source text with the MT software, we determine the quality param-
eters of 3 elements of the assessment as a percentage (the maximum number of points
for 20-sentence text was 300). The translated text has been corrected by the transla-
tor, which allows determining the average time to improve each of these errors. The
result of the quality assessment of 3 MT systems by expert method is shown in Table
2.

Table 2. Results of translation quality assessment for 3 MT systems

MT system | Total quality | Percentage | Percentage of | Percentage of | Average time
of of lexical syntax errors semantic of errors
translation, | errors in the in the text errors in the correction
points text text works, hours
per error
Soylem 212 28 % 26% 34% 0.0539
Sanasoft 183 36 % 37% 37% 0.0490
Pragma6 159 45% 43% 53% 0.0536

Source: own research.

During the experiment we assessed the effort of each type of error correction made
by experienced translator, and the average for each MT system (Table 2).

Experienced translator, working with the original text of medium complexity,
can translate 7-8 standard pages (1800 characters) a day without losing quality.
Translation efficiency increases to 12 pages per day if a text is not original to a trans-
lator (CkonpKo, 2012). This rate of productivity can be regarded as more or less nor-
mal. In the calculations the fact was taken into account that an employee performs
the translation of full-time work (TSK=TSP) and normative indicators for
Kazakhstan are: NTR=48, TSP=40, PPW=60. It was also assumed that KRP=1,
which can determine the loss in % of employee time.

Figure 2 shows the results of calculations of employees' time losses to improve
the text translated by MT. The best system was Soylem. Its translations require about
51% of the nominal time of an employee for corrections. This means that an employ-
ee has 49% of work time to spend on additional work. These are the employer's sav-
ings. In case of the worst MT system (Pragma6) savings from its use are very small
(about 18%).

Conclusions. The economic cost of correcting errors in the translated text
depends on the quality of MT. The methodology of expert assessment of quality of
MT systems using 3 main parameters (lexical, syntactic, and semantic) is presented
in this paper. The advantage of this methodology is that each parameter can be cal-
culated separately, because for different types of errors different time is spent on text
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correction. This property has been used to determine the parameters of the econom-
ic model, which has been developed to assess the economic losses associated with
poor translation. This model can be used to determine the loss of productivity of
workers and to compare the quality of MT systems.

827

58%

170

Soylem Sanasoft Pragma6

Source: own calculation.
Figure 2. Time lost by an employee to improve errors in the translated text

The presented result of the experiment and calculations using the developed
model allowed for comparative assessment of different MT systems, as well as the
quantitative assessment of their quality in the economic dimension.
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